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SYSTEMS AND METHODS FOR MEDIATING
ACCESS TO RESOURCES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation-in-part of U.S. Utility
patent application Ser. No. 15/449,569, filed Mar. 3, 2017

(U.S. Pat. No. 10,728,239), which 1s a continuation-in-part
of U.S. Utility patent application Ser. No. 15/010,023, filed
Jan. 29, 2016 (now U.S. Pat. No. 9,654,492), which 1s a
continuation-in-part of U.S. Utility patent application Ser.
No. 14/855,200, filed Sep. 15, 2015 (now U.S. Pat. No.
9,467,435). The specification of each of the foregoing appli-
cations 1s hereby incorporated herein by reference.

FIELD

The present disclosure relates generally to the field of data
processing and electronic messaging systems, and, more
particularly, to systems and methods for mediating a user’s
access to a resource to thereby prevent potential security
breaches, including phishing and impersonation, malware,
and security 1ssues, particularly with respect to websites and
clectronic communications.

BACKGROUND

The Internet 1s the global system of interconnected com-
puter networks, consisting ol private, public, academic,
business, and government networks of local to global scope,
linked by a broad array of electronic, wireless, and optical
networking technologies. The Internet carries a vast range of
information resources and services, and 1s a critical part of
the communications infrastructure of the world. However,
the Internet also represents an 1secure channel for exchang-
ing information leading to a high risk of intrusion or fraud.
As such, 1t 1s important for individual users and enterprises
to utilize some form of Internet security 1n order to decrease
the risk of data breaches as a result of such threats.

Existing systems that enable communication of electronic
messages 1nclude email, instant message, text message,
calendar, and audio and video messaging systems. Elec-
tronic messages may contain security threats such as attach-
ments with viruses, or phishing attacks with links to web
sites that attempt to steal sensitive information or malware.
Message recipients are often unable or unwilling to protect
themselves sufliciently from these threats. Therefore, elec-
tronic message security systems have emerged 1n the art to
provide a degree of protection against some threats embed-
ded 1n messages. For example, systems that automatically
scaFIGn message attachments for viruses are known 1n the
art.

Malicious actors on the Internet often try to fool users into
thinking that they are interacting with known, trusted enti-
ties. When a malicious actor garners some amount of trust
from the user, such trust may be exploited to the detriment
of the user. For example, one common threat 1s a phishing
attack, which 1s a criminal fraud procedure that attempts to
obtain personal sensitive information, such as login creden-
tials (1.e., usernames, passwords, PINs, etc.), personal details
(1.e., name, address, phone number(s), email address(es),
etc.) and payment information (1.e., credit card details,
clectronic payment information, bank account numbers,
etc.) by using electronic communications to disguise as
legitimate and trustworthy content.
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A phishing attack may commonly involve a fake website
or application (1.e., a website or software application con-
structed to resemble a legitimate and trustworthy website or
application) or a communication linking to a fake website or
application (e.g., an email, text message, or the like) 1n an
attempt to obtain the trust of a user and prompt the user to
enter personal sensitive iformation. Domain name or cer-
tificate 1mpersonation or masquerading 1s a technique in
which a domain name of a trusted entity, which would
normally direct to a legitimate and trusted Web page or
content, has been altered 1n such a manner that an internet
user can be fooled into believing that the altered domain
name 1s associated with the trusted entity. However, clicking
the altered domain name may instead cause downloading of
soltware (or allow other forms of entry) that 1s of malicious
intent, such as phishing, online viruses, Trojan horses,
worms, and the like.

For example, a domain name may be altered by one or
more characters, but may still visually appear to be associ-
ated with the trusted party, thereby tricking an internet user
into believing that 1t 1s authentic. A user 1s more likely to
click on an altered link 11 said user believes that the link 1s
associated with a trusted party. For example, the domain
name “www.citibank.com”™ may be altered by one or more
characters to form a masquerading domain name, such as
“www.citlbank.com™, and may 1nvite trust from a customer
of the trusted party (i.e., Citibank), despite the change of the
“1” to a “1” 1n the domain name. Similarly, email falsely
purporting to be from Mimecast (the trusted company) will
be more believable with a return address of “(@mrncast.
com”, than with a generic “(@yahoo.com”. Additionally, a
masquerading domain name may use the correct characters
or word of the trusted domain name, but may include
characters or words 1n a different order or context, such as,
for example, “mimecast.nl”, which at one time was not
registered or associated with the trusted entity Mimecast.
The detection of such subtleties in domain names can be
especially dithicult, thereby presenting a challenge for cur-
rent security systems.

Attackers may further design a website, application, or
communication to have a strikingly similar appearance as a
trusted and legitimate website. For example, malicious char-
acters usually construct a fake website utilizing the
resources of a legitimate website to carry out their attacks.
In particular, the web page resources of a fake website (e.g.,
styles, images, and links) will be acquired from the trusted
and legitimate website, such that the user interface appear-
ance of the fake website 1s highly similar to the legitimate
website, which will likely decerve a user. The attacker will
design the fake web site 1n such a manner so as to direct the
user to mput and submit personal sensitive information,
thereby allowing the phishing attack to occur.

In addition to websites, attackers also rely on electronic
messages, icluding email, instant messaging, text messag-
ing, as well as calendar, audio, and video messaging sys-
tems, for phishing attacks. For example, such electronic
messages may contain security threats such as attachments
with viruses, or phishing attacks with links to web sites or
malware that attempt to steal sensitive and/or confidential
information or malware (e.g., sensitive mformation that 1s
personal to an individual and 1s mtended to remain confi-
dential and private and/or, 1n the instance of an entity, such
as a business or the like, sensitive information that the entity
wished to remain confidential and private).

Threats 1n web page links, such as phishing attacks,
present a complex challenge. Blocking all links may be
impractical. Checking a link prior to sending a message to
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a recipient provides mcomplete protection, since 1t 1s pos-
sible for a site to become malicious or to be recognized as

malicious after the mitial check. For improved security there
1s a need for a system that checks links, and other resources
or resource references embedded in electronic messages, at
the time the message recipient accesses them. However, this
solution presents an additional challenge since message
recipients can easily copy and share protected resource
references that incorporate security checks. The security
checking resources and benefits are therefore made available
to anyone. Moreover, security checking resources are con-
sumed on each access to a protected reference; widespread
distribution of copies of these protected references can
therefore overwhelm security checking system resources
such as processor capacity, memory, or network bandwidth.
Social media sites and social messaging systems compound
this problem because links or other references may be shared
instantly with many thousands of users. Ideally the protec-
tion offered by a security system should be available only to
authorized users of the system.

Existing threat protection systems generally analyze elec-
tronic messages using rules or threat signatures configured
by administrators or obtained from security firms. For
example, administrators may configure lists of websites
known to be legitimate or otherwise acceptable (which
sometimes have been referred to as “whitelists™), and lists of
websites known to be malicious or otherwise unacceptable
(which sometimes have been referred to as “blacklists™).
This approach 1s time-consuming and resource intensive.
Moreover, rules and signatures are frequently out-of-date,
providing madequate threat protection. There are no known
systems that create threat rules and signatures dynamically
based on the messages previously received or the contacts
added to a messaging system database.

For at least the limitations described above, there 1s a need
for a threat detection and warning system that protects
against potential threats or malware 1n websites, electronic
communications, and software applications based, at least 1n
part, on stored data, such as contacts and message archives
of a messaging system database.

SUMMARY

The present invention 1s directed to systems and methods
for assisting a user 1n maintaining data security, specifically
systems and methods for mediating a user’s access to certain
content (also referred to herein as resources) to thereby
prevent potential security breaches, including phishing and
impersonation, malware, and other types of security 1ssues,
particularly with respect to websites and electronic commu-
nications.

The content may 1nclude, but 1s not limited to, a website,
email, instant message, text message, a voice mail, a social
media message, a syndication feed such as RSS and ATOM,
as well as telecommunications, such as a phone call. Such
forms of content (1.e., web pages, emails, text messages,
documents, etc.) may include clickable objects, such as a
hyperlink, icon, attachment, or other representation of an
information resource and/or fields that prompt a user to enter
information. Computer users are oiten faced with the oppor-
tunity to select a link or icon or 1nteract with input texts with
the thought that interaction with such content (1.e., clicking
on links or 1cons or entering certain information) will lead to
some 1ntended event to occur, such as redirecting a user to
a safe web page or downloading of a safe file (i.e., web pages
or files that do not pose security threats). However, in some
instances, the content may have been designed to fool the
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user into thinking that this content 1s trusted and safe, but in
reality, such content actually could cause serious harm once
selected, as such content may cause phishing and imperson-
ation, malware, and/or domain name security issues.

In particular, one or more embodiments of the invention
provide a malware detection system utilizing stored data
that, for example, includes prior website lists or browsing
history, contact lists, and message archives of a messaging
system database to determine whether a message presents a
potential threat, such as for example a phishing attack.

A resource or a reference to the resource can be rewritten
by a pre-delivery threat analysis and intervention system in
order to protect a user from a threat posed by the resource.
But a resource can change from the time it 1s rewritten and
delivered to the user as a protected resource, referred to as
the “delivery time”, and the time the user accesses the
resource, referred to as the “display time”. For example, at
delivery time, a resource may not be suspected of being a
threat based on current nformation known about the
resource (there may even be no information about the
resource), but the resource may be “hijacked” between
deliver time and display time. Thus, as time goes on and
more 1s known about the resource, further analysis might
determine that the resource has become a threat such that, at
display time, the resource i1s a known threat based on
updated information. Accordingly, a technique for mediating
a user’s access to a resource based on updated information
or analysis 1s provided.

The technique 1includes querying for updated information
about the resource, for example, in response to the user
accessing the protected resource or at another appropriate
time which need not be based on a deliberate user action
(e.g., performing an updated analysis periodically), and
mediating the user’s access to the protected resource based
on the updated information. One example of the technique
mediates the user’s access by creating and returming an
intermediary page that provides a warning to the user prior
to connecting the user to the protected resource. The warn-
ings can say which user action 1s allowed or banned with
respect to the protected resource and or that the protected
resource 1s suspicious based on the updated information.

The technique can include looking up a list of known
resources 1n which each resource 1s associated with an
allowed user action and/or banned user action. The user’s
access to the resource 1s then mediated based the whether the
resources 1s found in the list and which user actions are
allowed or banned. The updated information about the
protected resource can be looked up using a wildcard or
subdomain matching.

The technique can also include comparing a suspicion
score associated with the protected resource to a threshold
value. The user’s access to the protected resource is then
mediated based on the comparison. In a convenient example,
the suspicion score can be determined by graphically com-
paring a screen 1mage of the protected resource to screen
images of trusted resources.

Many online services require a password, making stolen
passwords a very big concern for everyone, and also making
a very lucrative business for scam artists and criminals. One
deceptive approach 1s to trick a user into thinking they are
dealing with a legitimate entity and ask the user to give them
their password and other personal information (e.g., answers
to security questions). Another way takes advantage of a
user having poor password hygiene like reusing their pass-
words. It’s much less taxing to a user’s overburdened
memory to use the same password for anything and every-
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thing from their online banking accounts to music streaming,
and credit card accounts, to their social media accounts.

Accordingly, when the protected resource 1s a form asking
the user to provide a password, the technique can determine
whether the password entered by the user 1s allowed or
banned. I1 the entered password 1s banned, then the user 1s
blocked from submitting the password. The technique can
also include determiming whether the entered password 1s
associated with a known resource, and then based on that
determination identify the entered password as a banned
password.

The technique and 1ts examples can also mitigate damage
caused by a “zero day attack™. In many cases, at the time of
the attack, the zero day attack i1s not even recognized as an
attack at all. The technique creates and returns an interme-
diary page for a user notifying them to use caution when 1t
1s not known whether a resource the user seeks to access 1s
safe or not. Advantageously, when more information in
known about an attack, the technique can provide an inter-
mediary page to a user with updated information or even
block the user from accessing an unsafe resource.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

Features and advantages of the claimed subject matter
will be apparent from the following detailed description of
embodiments consistent therewith, which description should
be considered with reference to the accompanying drawings.

FIG. 1 illustrates an example of a problem addressed by
one or more embodiments of the invention: an email con-
tains a link that appears to refer to a legitimate web page, but
1s 1n fact a phishing attack designed to steal a user’s
credentials.

FIG. 2 illustrates a potential solution to the problem
shown 1n FIG. 1 that 1s used 1n one or more embodiments of
the invention, where a link i1s rewritten into an encoded form
with threat checking added when a user clicks the encoded
link.

FIG. 3 illustrates a potential problem of the solution
shown 1n FIG. 2, where an encoded link may be shared with
a large number of people, many of whom may not have
purchased threat protection, potentially overloading the
threat protection system resources.

FIG. 4 illustrates an architectural block diagram of an
embodiment that addresses 1ssues like those shown 1n FIG.
3 by providing threat protection only to authorized users.

FIG. 5 illustrates an architectural block diagram of an
embodiment that provides threat protection against links to
malicious web pages embedded 1n electronic messages.

FI1G. 6 illustrates possible outcomes of checking a link in
an embodiment of the invention, which include connecting,
blocking, or warning the user.

FIG. 7 illustrates an embodiment of a Secure Resource
Access Subsystem that has tables listing acceptable and
unacceptable resources, and a policy for web pages in
neither list.

FIG. 8 illustrates an embodiment of an Authorization
Subsystem that may obtain one or more types ol user
credentials to authenticate a user.

FIG. 9 illustrates an embodiment of an Authorization
Subsystem that extends the user credentials illustrated in
FIG. 8 to include access control lists for individual
resources.

FIG. 10 illustrates an embodiment of the invention that
provides access security for an email attachment, by logging
unauthorized access attempts.
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FIG. 11 illustrates a variation of the embodiment of FIG.
10 that asks an unauthorized user attempting to access a
resource 1f he wishes to request permission to access the
resource.

FIG. 12 illustrates an embodiment of an Authorization
Subsystem that limits resource access by setting a maximum
number of times a resource may be accessed.

FIG. 12 A illustrates a variation of the embodiment of FIG.
12 that limits the maximum number of users that may access
a resource.

FIG. 13 illustrates an embodiment of the mvention that
provides secure access to a resource by opening it 1n a
managed cloud application rather than on a user’s local
computer.

FIG. 14 shows an architectural overview of an embodi-
ment of the invention that uses a messaging system database
with Contacts and a Message Archive to determine whether
a message presents or contains a potential threat.

FIG. 15 1llustrates an embodiment that performs threat
detection using a hierarchical messaging system database
that includes an organizational Contacts and Message
Archive, as well as personal Contacts and Message Archives
for each user within the organization.

FIG. 16 illustrates an embodiment that detects a potential
threat 11 a message 1s from a new sender that does not appear
in the Message Archive.

FIG. 17 1llustrates an embodiment that detects a potential
threat if a message 1s from a sender who i1s not 1n the
Contacts list.

FI1G. 17A 1illustrates a vaniation of FIG. 17, wherein a
message from a sender who was only recently added to the
Contacts list 1s considered a potential threat.

FIG. 17B 1llustrates an embodiment that detects a poten-
tial threat 11 a message sender appears to match a distribution
list, which typically can only receive messages rather than
send them.

FIG. 18 illustrates an embodiment that detects a potential
threat 1if a message 1s from a sender with an i1dentity that 1s
similar to, but not identical to, that of a known contact.

FIG. 18A 1llustrates a varniation of the embodiment shown
in FIG. 18; this variation compares biometric identifiers
(lingerprints) of a sender with biometric identifiers of known
contacts, 1n addition to comparing email addresses.

FIG. 19 shows a vanation of the example of FIG. 18,
where similarity of a sender to a known contact may include
having the same email display name but a different email
address.

FIG. 20 shows a vanation of the example of FIG. 19 that
compares the sender of a message to previous senders in the
Message Archive.

FIG. 21 illustrates an embodiment that detects a potential
threat in an embedded link to a website 11 the link 1s similar
to, but not identical to, a link 1n a previously receirved
message.

FIG. 22 shows a vanation of the example of FIG. 21,
where a link domain 1s compared to the domain of a sender
ol a previous message 1n the Message Archive.

FIG. 23 illustrates an embodiment that detects a potential
threat 1f a message contradicts a previous message; in this
case the new message provides an account number that

differs from a previously sent account number.

FIG. 24 illustrates an embodiment that detects a potential
threat 11 a message 1s unusual compared to a pattern of
previously received messages from the sender.
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FIG. 25 1llustrates an embodiment that transforms suspi-
cious links into encoded links, where clicking on the

encoded link performs additional checks and then presents a
warning to the user.

FIG. 26 1llustrates an embodiment that checks the domain
registration information for a website to assess whether the
site presents a potential threat.

FIG. 26 A 1llustrates an embodiment that checks history of
traflic levels to a website to assess whether the site presents
a potential threat.

FIG. 27 illustrates an embodiment that transforms a
message to encode and hide potentially sensitive informa-
tion.

FI1G. 28 illustrates a variation of the embodiment of FIG.
27, where a message sender may explicitly tag sensitive
information that should be encoded by the system.

FIG. 29 illustrates an embodiment that transforms a
message containing confidential or sensitive information by
deleting receivers whose email addresses are not 1n a domain
authorized to receive the mformation.

FIG. 30 extends the example of FIG. 29 with an embodi-
ment that substitutes an email address 1n an authorized
domain for an email address of the same user 1n an unau-
thorized domain, when the user has an email address 1n an
authorized domain.

FIG. 31 illustrates an architectural block diagram of an
embodiment that mediates a user access to a web page, the
link of which 1s embedded 1n an electronic message, based
on updated imnformation.

FI1G. 32 illustrates possible outcomes of checking a link to
a web page based on updated mmformation, which include
connecting, blocking, and warning the user.

FIG. 33 extends the example of FIG. 24 and illustrates an
embodiment that checks whether a site 1s safe for a user to
enter their password and warns the user which actions are
allowed or banned with respect to the site.

FIGS. 34A and 34B illustrate another example in which
the embodiment of FIG. 34 checks whether a site 1s safe for
a user to enter their password and warns the user which
actions are allowed or banned with respect to the site.

DETAILED DESCRIPTION

By way of overview, the present invention 1s directed to
systems and methods for assisting a user 1n maintaining data
security, specifically systems and methods for mediating a
user’s access to certain resources and thereby prevent poten-
tial security breaches, including phishing and imperson-
ation, malware, and security issues, particularly with respect
to websites, electronic communications, and soitware appli-
cations.

In particular, one or more embodiments of the invention
provide a malware detection system utilizing stored data
that, for example, includes prior website lists or browsing,
history, contact lists, and message archives of a messaging,
system database to determine whether a message presents a
potential threat, such as for example a phishing attack.

In one or more embodiments, the invention provides a
malware detection system utilizing stored data that, for
example, includes prior website lists or browsing history,
contact lists, and message archives of a messaging system
database to determine whether a message presents a poten-
tial threat, such as a phishing attack, thereby enabling threat
protection with respect to web sites, electronic communica-
tions, and software applications.

In the following exemplary description, numerous spe-
cific details are set forth in order to provide a more thorough
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understanding of embodiments of the mmvention. It will be
apparent, however, to an artisan of ordinary skill that the
present invention may be practiced without incorporating all
aspects ol the specific details described herein. In other
instances, specific features, quantities, or measurements well
known to those of ordinary skill in the art have not been
described 1n detaill so as not to obscure the invention.
Readers should note that although examples of the invention
are set forth herein, the claims, and the full scope of any
equivalents, are what define the metes and bounds of the
invention.

FIG. 1 1llustrates an example of a problem that one or
more embodiments of the invention address. This problem 1s
that electronic messages may contain resources or references
to resources that contain threats. Resources may present
many different kinds of threats, such as for example viruses,
worms, Trojan horses, or malware. FIG. 1 illustrates a
particular example of a phishing attack threat embedded in
a link reference to a web page. Electronic message 101, an
email message, contains a link 110, and 1t asks the receiver
to click on the link. As 1s typical of spear-phishing attacks,
the message 101 1s addressed to a specific receiver and 1t
includes enough plausible information to make the receiver
believe that the message 1s legitimate. The link 110 actually
points to a malicious web site 120, which 1s designed to look
very similar to the legitimate web site 130 that the recipient
believes he 1s viewing. The URLs of the malicious site 120
and the legitimate site 130 are only subtly different, rein-
forcing the illusion. If the recipient enters his name 121 and
password 122 into the malicious web page, they are sent to
a thief 125 who can then use these credentials as desired.

This example 1llustrates a particular type of threat
addressed by one or more embodiments of the invention.
One or more embodiments may address any type of threat
embedded 1n any type of electronic message. Threats may be
incorporated for example, without limitation, into email
messages, nstant messages, text messages, personal mes-
sages, chat messages, Twitter™ messages, Instagrams™,
voicemails, video messages; and postings onto social media
sites, blogs, forums, newsgroups, wikis, or databases.
Threats may include for example, without limitation,
viruses, worms, spam, phishing attacks, spear-phishing
attacks, social engineering attacks, denial of service attacks,
advertisements, malware, adware, and ransomware. Threats
may be embedded into any types of resources included 1n or
referred to 1 an electronic message, including for example,
without limitation, attachments, files, links, media, forms,
workflow automation mechanisms, or embedded or linked
code 1n JavaScript or any other language.

FIG. 2 illustrates an example of a solution to the problem
shown 1n FIG. 1 that i1s provided by one or more embodi-
ments. Instead of sending email message 101 with malicious
link 110 directly to the recipient, an email security layer
transforms the message 101 into message 201, which trans-
forms the link 110 to a protected, encoded link 210. The
encoded link 210 does not connect directly to the web page
120. Instead it provides a level of indirection that 1ncorpo-
rates a security check before opening the target web page.
For example, the encoded link 210 points to a proxy server
220 (with URL “www.safelink.com”), and the encoded link
210 has a path (“x54ywr8e14”) that 1s used internally by the
proxy server to identily the original web page referred to by
link 110. The proxy server 220 executes a decode step 221
to recover the original link, and 1t performs a check 222 on
the web page before opening 1t and sending 1ts contents to
the user. In this example the check 222 shows that the web
page 1s malicious, so the proxy server blocks access 223
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rather than allowing the user to see the malicious web page.
One or more embodiments may use any desired methods to
encode and decode links or other resource references. Any
form of encoding may be used as long 1s enough imnformation
1s available 1n the encoded link or encoded resource refer-
ence to recover the original link or reference. For example,
one or more embodiments may use an invertible function to
convert a link to an encoded form, and apply the inverse
function to recover the original link. One or more embodi-
ments may store an original link in a memory or database
accessible to the proxy server, and generate a reference to
the saved link address as the encoded link. One or more
embodiments may for example keep a copy of the original
message with the original resource references, and generate
an encoded resource reference as a reference to the original
message along with for example an oflset identifying the
location of the original reference 1n the original message.

While the solution illustrated in FIG. 2 addresses the
original threat of FIG. 1, 1t may create an additional prob-
lem, as 1illustrated for example 1n FIG. 3. Users can often
copy resource relerences from electronic messages and
redistribute or post them elsewhere. For example, users may
copy and paste links, or forward messages to other users. If
a resource reference 1s rewritten 1 a protected form, as
illustrated 1n FIG. 2, the protected reference will be copied
and distributed instead of the original reference. The pro-
tection provided by the system will then be available to any
user of the copied protected references. This uncontrolled
copying may create several problems, including an eco-
nomic problem that the services provided by the system are
available for free to users who did not pay for the services.
In addition, FIG. 3 illustrates that widespread copying may
create extreme system utilization problems. In FIG. 3,
transformed message 201 has a protected link 210. The
recipient of the message copies this link and widely distrib-
utes 1t, here 1 a tweet message 301. In this illustrative
example, the user posting tweet 301 has a very large number
of followers, each of whom receives a copy of the protected
link 210. If many of these users attempt to access the
protected link simultaneously, a very large number of
requests 302 will be sent to proxy server 220. These requests
may cause the resource utilization 303 of the proxy server to
spike, potentially to the point that the server becomes
unresponsive and unusable.

Uncontrolled copying of protected references may create
additional problems. For example, in one or more embodi-
ments protected references such as protected links may
include information about the sender or recipient of the
clectronic message. This mformation may then be leaked
along with the protected reference. Moreover, these leaks
may be unintentional since the message recipient may not
realize that this sensitive information 1s embedded in the
protected reference. As an example, one or more embodi-
ments of the system may provide an interface that shows
personalized messages to a recipient when the recipient
clicks on a protected link; these messages may for instance
include sensitive information about the recipient or about the
recipient’s organization that should not be shared with
others.

FI1G. 4 1llustrates an architectural block diagram of one or
more embodiments of the mnvention that address the types of
problems illustrated 1n FIG. 3. These embodiments add a
user authorization check to the system to ensure that only
authorized users receive the benefit of the threat protection
transformations and checks. The system receives as input an
clectronic message 401 that contains a reference 410 to a
resource. The reference 410 conceptually provides a link or
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a pointer 411 to a resource 480. In one or more embodiments
the resource 1tsellf may be included directly 1in a message,
rather than indirectly via a reference; in this case the
reference 410 and the resource 480 may be considered
identical. This link or pointer may have any form, such as for
example, without limitation, a name, a directory name, an
attachment, an address, a memory location, a key, an index,
a virtual address, a URL, a URI, or a URN. The message
may also have one or more senders and one or more
recipients, as well as any other content or message parts. As
discussed above, one or more embodiments may receive
clectronic messages of any type, which may include
resource references of any type. The single reference 410 1n
message 401 1s for illustration only; one or more embodi-
ments may accept and process messages with any number of
resource references. An electronic message with multiple
resource references may have resources or references of
multiple types; for example, a message may include one or
more embedded links and one or more attached files. The
system 1llustrated 1n FI1G. 4 transforms the original message
401 to a transformed message 430 via Message Transior-
mation Subsystem 420. Message Transformation Subsystem
420 1ncludes a resource reference rewriting module 421 that
transforms an original reference 410 to a protected reference
431. The transformed message 430 1s then delivered to one
Or more message recipients.

One or more embodiments may execute Message Trans-
formation Subsystem 420 on any computer or set of com-
puters. For example, without limitation, a Message Trans-
formation Subsystem or modules thereol may be embedded
in an email client, in an email server, in an email gateway,
or in any computer or computers attached to or reachable
from any of these. Any system or systems 1n a communi-
cation path between a sender and a recipient may execute all
or part of the functions of a Message Transformation Sub-
system.

Protected reference 431 1n message 430 may be copied in
some situations to form a copy of the protected reference
432. While FIG. 4 shows only a single copy, in one or more
embodiments any number of copies of a protected reference
may be generated. Copies may be generated 1n many ways;
for example, without limitation, a user may copy and paste
a reference or a portion of a message, forward a message,
forward a reference as a text message or as part of a text
message, post a reference on a social media site, enter a
reference mto a database accessible by other users, post a
reference 1 a wiki or a blog, send a Twitter® message
including the reference, encode a reference 1 a QR code and
distribute the QR code, reply to a message, print a message,
or take a screenshot of a message. Multiple copies of a
message may be sent to a distribution list or mailing list,
generating multiple copies of a reference. A user 440 may
attempt to access the resource via protected reference 431 or
via a copy 432. User 440 may or may not be the recipient of
the message 430. Access 441 of the protected reference 431,
or access 442 of the copy of the reference 432 each cause the
system to execute various authorization and security proce-
dures before providing user 440 with access to the resource
480. In the embodiment illustrated in FIG. 4, the system
includes Authorization Subsystem 450 that performs check
451 to determine 1f user 440 1s an authorized user. This
check prevents the type of problem illustrated in FIG. 3,
where multiple unauthorized users can use copies of pro-
tected references to access the resource. If authorization
check 451 indicates that the user 1s not an authorized user,
the system blocks access 452. If the user 1s an authorized
user, access 1s allowed 453, and control passes to the Secure
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Resource Access Subsystem 460. This subsystem of the
embodiment of the system provides access to the resource
480 via a Security Mechanism 470. The specific security and
threat protection services provided by the Security Mecha-
nism 470 depend on the type of resource and on the types of
threats anticipated and thwarted. For example, without limi-
tation, Security Mechanism 470 may perform malware
detection, 1dentity confirmation to prevent phishing attacks,
modification of a resource to eliminate potential threats,
behavior monitoring to look for suspicious behavior, limit-
ing of permissions, or execution of code in a sandbox
environment. One or more embodiments may employ any
type of Security Mechanism that allows access to a resource
while mitigating one or more threats. One or more embodi-
ments may employ multiple security mechanisms to address
multiple types of threats, or to provide additional security.
In one or more embodiments, the Authorization Subsys-
tem 450 and the Secure Resource Access Subsystem 460
may execute on the same computer or same group of
computers. In one or more embodiments these subsystems
may be separate and they may communicate over one or
more network connections. Modules of these subsystems
may execute for example on a client computer, such as the
computer of a message recipient. They may execute for
example as part of an email server that serves email mes-
sages to clients. They may execute for example on a server
on which the resource 1s located. They may execute for
example on a proxy server that 1s accessed by an email
client, and which then communicates with a server that
contains the resource. Any configuration of the functions of
these subsystems on any computer or computers accessible
to a user or to a resource, or on any path between a user and
a resource, 1s 1 keeping with the spirit of the invention.
FIG. 5 illustrates an embodiment of the system that
provides protection to authorized users for resource refer-
ences that include links to web pages. This embodiment
tollows the general architecture illustrated in FIG. 4, with
specific components to handle links. In this embodiment,
message 401 contains a link 410a to a web page. One or
more embodiments may accept messages with any types of
links to any types of resource. Links may be for example,
without limitation, any uniform resource locator (URL),
uniform resource 1dentifier (URI), or uniform resource name
(URN) that reference any type of resource, including but not
limited to web pages. URIs for example may use any URI
scheme, including for example, without limitation, file, http,
https, 1tp, rtsp, telnet, imap, dns, smtp, mailto, news, or sms.
Any method of referring to resources may be used by one or
more embodiments. One or more embodiments may accept
and rewrite messages with resources included directly 1n a
message, rather than indirectly via a link or reference.
Message Transformation Subsystem 420 includes an
Encode module 421a that rewrites the link 410aq into an
encoded form 431q. In the illustrative embodiment shown 1n
FIG. §, this encoded link 431a provides an indirect and
encoded link to the resource through proxy server 501.
Access by a user to the encoded link 431a, or to a copy
thereof 432a, accesses the proxy server 3501; the proxy
server uses the path name (*abc123”) after the proxy serv-
er’s hostname (“www.proxy.com”™) to determine which
resource 1s referred to. This scheme 1s illustrative; one or
more embodiments may encode links or other resources or
resource references 1n any desired manner. As discussed for
FIG. 4, the proxy server first applies a check for authorized
users via the Authorization Subsystem 450. If the user 1s
authorized, the encoded link 431a 1s decoded by Decode

module 502, yielding the original link 4104 to the web page.
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Any method may be used to encode and decode links. For
example, one or more embodiments may use a biyective
cryptographic function using a key shared between the
Message ‘Transformation Subsystem and the Secure
Resource Access System. As another example, in one or
more embodiments the Message Transformation Subsystem
may generate random encoded links and share a table
associating encoded and decoded links with the Secure
Resource Access Subsystem.

After user authorization, the Secure Resource Access
Subsystem 460 provides access to the web page 480a via
Secure Mechanism 470 in order to detect potential threats
posed by the web page. FIG. 5 illustrates the Authorization
Subsystem 450 and the Secure Resource Access Subsystem
460 executing on the same proxy server 501. This 1s an
illustrative configuration; one or more embodiments may
distribute these subsystems or modules of these subsystems
across servers or other computers 1n any desired manner.

One or more embodiments may use various techniques to
provide secure access to a link or other resource via a
Security Mechanism. FIG. 6 illustrates an embodiment of
the system that screens a web page first for possible threats,
and then connects 1f the web page 1s deemed safe. Proxy
server 301 receives a decoded link 110 from the Decode
module. It then performs a satety Check 601 on the web
page. This check may use any desired method to determine
whether the web page presents known or suspected threats
of any kind. Below we discuss a check method that uses lists
ol acceptable and unacceptable resources. Other examples
of potential check methods that may be used by one or more
embodiments include, without limitation, checking for a
valid certificate from a recognized certificate authority,
verilying the i1dentity of the sender of a message using for
example DomaimnKeys Identified Mail (DKIM) or Sender
Policy Framework (SPF), checking whether the name of a
web page or domain 1s suspiciously similar to that of a
known legitimate site, checking the length of time a web
page or domain has been registered (under the presumption
for example that many phishing sites for instance may be
recent or short-lived), checking the IP address associated
with a domain for suspicious geographical locations, and
using a recommender system to determine a web page’s
safety reputation.

In the embodiment shown 1in FIG. 6, Check 601 deter-
mines that the link 110 1s either safe 603 or malicious or
suspicious 602. If the link 1s deemed safe, the system
proceeds to connect 604 to the web page. If the link 1s
deemed malicious or suspicious, one or more embodiments
may either block access 6035, or warn the user 606. An
illustrative warning 607 1s presented to the user 440 who
requested access to the link. This warning may for example
explain to the user why the link 1s or may be dangerous. It
may also provide user education on potential threats and
how to avoid them. In this illustrative example the warning
presents the user with three options: Cancel 608, which
blocks access; Connect 609, which 1gnores the warning and
connects; and Learn More 610, which may present more
detailed information about the threat or about threats in
general. One or more embodiments may always block 605
rather than warning a user. One or more embodiments may
always warn 606 and never block 605. One or more embodi-
ments may block certain links and warn the user about other
links. One or more embodiments may automatically recom-
mend or trigger a browser 1solation session, e.g., to allow
access to the link 1n a protected environment, to provide
restricted access to the resource such as, for example,
blocking downloads, blocking inputs, blocking credential
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inputs, etc., and/or enforcing other types mediated access to
the protected resource as discussed herein), either with or
without warning the user. In one or more embodiments a
user warning may for example ask the user one or more
questions about the link or about the message 1n which the
link was 1ncluded; the system may then determine whether
to allow access to the link based on the user’s response to the
questions (and, again, 1f access 1s allowed to the link, then
the system may automatically recommend or trigger a
browser 1solation session so that access to the link would be
provided 1n a protected environment). In this way, whether
or not to recommend or trigger a browser 1solation session
1s determined dynamically based on one or more of the risk
evaluations as discussed herein.

It should further be noted that, in addition to providing a
warning to a user regarding the legitimacy, or lack thereof,
of a resource (e.g., link, connector, reference, button, etc.),
and/or entirely blocking user access to a resource, systems
consistent with the present disclosure are further configured
to proactively provide a user with security-related informa-
tion, as well as traiming, associated with the content on their
computing device prior to, and, 1n some instances, during
user interaction with such content, particularly when the
user 1s browsing a web page, emails, documents, or other
forms of content displayed on a user interface of the device.

For example, in the event that content falls within a
certain level of risk, but 1s not blocked (i.e., the user is
merely warned of the percerved threat but still able to
interact with such content), the system may provide the user
with training to further educate the user as to the risk of
interacting with such content. The training may include, for
example, 1mage-, text-, video-, and/or audio-based 1informa-
tion modules provided on the user’s computing device
providing information such as an overview of best practices,
permitted/non-permitted actions, a recommended action,
etc., Tor example, with regard to security-related activities
and how best to avoid accidental or unintended disclosure of
confidential or sensitive information and the subsequent
consequences of such disclosure. Training may be mandated
prior to providing user access to the content, e.g., presenting,
training 1nformation to the user and receiving confirmation
back from the user before providing user access to the
content.

It should be noted, however, that certain content by its
nature may not be static. For example, a website may not be
static 1n that content of a webpage associated with a website
may change over a period of time, and further change based
on user interaction. The system 1s configured to monitor the
webpage and account for webpage changes, thereby allow-
ing the system to perform an analysis on the webpage to
account for any changes (1.e., new page loads) and subse-
quently provide security-related mnformation to a user asso-
ciated with a webpage and the displayed content every time
new content 1s loaded. For example, ficlds may be presented
in a webpage at a certain time and then may change or
become absent at a certain point. Accordingly, the system 1s
able to monitor the changes to a webpage and alert the user
of such changes and any associated perceived threats each
time to page changes. Training (or further training) may be
provided to the user based on such changes, e.g., based on
a new or changed actual or perceived threat.

FIG. 7 illustrates an embodiment of the system that uses
a list of unacceptable resources and a list of acceptable
resources to determine whether to allow access to a link. The
Secure Resource Access Subsystem 460 contains a list of
unacceptable resources 701 of domain names that are known
or suspected to be malicious, and a list of acceptable
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resources 702 of domain names that are known or presumed
to be sate. An 1llustrative checking method 1s to allow access
to all links with domains 1n the acceptable list, and block
access to all links with domains 1n the unacceptable list. One
or more embodiments may have only one of an acceptable
list or an unacceptable list. One or more embodiments may
use any form of identity for a web page instead of or in
addition to a domain name. A web page 1dentity may include
for example, without limitation, a domain name for the
associated web site, complete URLs for the web page, an IP
address for the web site, or information associated with or
derived from a certificate associated with the web site. The
embodiment shown 1n FIG. 7 also has a Policy for Unknown
Web Pages 703 that determines the action for a link that
appears 1n neither the acceptable list 702 or the unacceptable
list 701; options shown are to Block these links, to Allow
these links, or to Warn User about these links. One or more
embodiments may apply other policies or have other con-
figurable policy options for unknown web pages that appear
in neither list.

It should further be noted that, 1n addition to utilizing an
unacceptable list and/or an acceptable list of resources (e.g.,
domain names, Universal Record Locators, Universal
Record Identifiers, Internet Protocol addresses, or other
connectors) to determine whether a resource (e.g., link,
connector, reference, button, etc.) poses a security threat,
systems of the present invention may further provide threat
detection services (1.e., determine whether content, such as
a link, poses a threat) based, at least in part, on the catego-
rization of a given link. In particular, 1n addition to referring
to an unacceptable list and/or an acceptable list, the threat
detection systems ol the present mmvention may further
identily one or more categories to which content associated
with the resource belongs (e.g., via URL categorization or
filtering such as through analysis of URL or other connector
patterns, which may indicate a likely threat). Depending on
a specific policy, which may be set by the enterprise (com-
pany, organization, business, etc.), access to certain websites
and website categories can better controlled. For example,
the systems of the present invention may further take action
on certain “bad” categories (e.g., depending on a specific
policy) which may, for example, be associated with mali-
cious or dangerous websites, such as websites featuring
adult-themed content, violence, gaming, drugs, politics, or
10b portals. Furthermore, in the event that a link 1s tied to an
unknown category, the threat detection systems of the pres-
ent mvention are further configured to identify the link as
suspicious. Accordingly, the Secure Resource Access Sub-
system 460 may further include one or more databases
containing trusted and untrusted website categories, which
are used 1n the determination of whether a link 1s legitimate
or i1llegitimate.

One or more embodiments may calculate a suspicion
score for a link, and use this suspicion score to determine the
action when a user attempts to access the link. For example,
links with high suspicion scores may be blocked, those with
low suspicion scores may be allowed, and those with inter-
mediate suspicion scores may ftrigger a user warning.
Embodiments may use any desired methodology to calculate
a suspicion score. For example, an illustrative suspicion
score may be based on how closely the name of a domain
from a link matches the domain name of a known legitimate
website (while not matching 1t i1dentically). An example
name proximity score i1s the minimum number of letters that
must be added to, deleted from, or modified 1n one name to
obtain another name. An example suspicion score 1s then for
example the mverse of the proximity score (possibly with
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scaling or offset constants). We take as an illustration the
suspicion score: suspicion=10—name proximity. Using the
links 1 FIG. 7 as an illustration, the name proximity score
between www.bankofolympics.com and www.bankofolym-
pus.com 1s 2, since the former can be derived from the latter
by replacing “u” with “1” and adding “c”. Presuming that
www.bankofolympus.com 1s a known legitimate site, the
suspicion score for www.bankofolympics.com i1s therefore
8. Another 1illustrative link, www.bankofoliphant.com, has a
name proximity score of 6 and a suspicion score ol 4;
therefore 1t would be considered less suspicious than www.
bankofolympics.com. These calculations and score defini-
tions are illustrative; one or more embodiments may employ
any desired methodology to rate or classity links or
resources or resource references i order to determine
actions when a user attempts to access the link or resource.

In one or more embodiments the suspicion score for an
identifier (such as link domain name) may use similarity of
a display representation of that identifier to the display
representation ol another identifier. Comparison of display
representations rather than underlying textual representa-
tions may protect against homograph attacks using interna-
tionalized domain names, for example. Thus, for example,
threat analysis can include a graphical comparison compris-
ing either a full comparison or a partial comparison of a
screen 1mage of the identifier or other content to a screen
image of trusted identifier or other content and using the
graphical comparison to determine the suspicion score or
take other action.

It should further be noted that a suspicion score or
threshold may be based, at least 1n part, on the specific user.
In particular, 1n addition, or alternatively, to the types of
threat analyses and remediations discussed above (e.g.,
correlating the name of a domain from a link with the
domain name of a known legitimate website), suspicion
scores or thresholds may be based on characteristics of the
specific user. Such characteristics may include, but are not
limited to, the user’s behavior, such as past user behavior
with respect to accessing links, both legitimate links (1.e.,
safe and trusted links) and illegitimate links (1.e., unsafe and
untrusted links), as well as any subsequent security threats
or breaches occurring as a result of the user’s prior behavior.
For example, as previously described, the security mecha-
nism 470 may be configured to monitor user behavior to
identily any suspicious behavior (1.e., prior user interaction
with legitimate and/or illegitimate links, user browsing
history, user uploading or downloading of potentially sen-
sitive data and protected resources, etc.). Accordingly, a
user’s behavior can be used as an indicator of the level
potential risk that such a user poses with respect to the
maintaining of the security of protected resources (e.g., 11 the
user has a history of reckless behavior, then a suspicion
score or threshold may be higher, and 11 the user has a history
of good behavior, then a suspicion score or threshold may be
lower, etc.). Traming can be provided based on user-specific
concerns.

The characteristics may further include a user’s role or
title within the particular enterprise (1.e., business entities,
companies, organizations, departments, etc.) in which sys-
tems of the present invention are implemented. For example,
depending on the particular role, a user may have more or
less access to certain resources associated with the enterprise
(1.e., sensitive data). Accordingly, the greater level of access
to certain sensitive data that a given user has (as a result of
their role), the greater risk 1s posed in the event that such a
user accesses an illegitimate link. Accordingly, a suspicion
score or threshold may be based, at least in part, on a user’s
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role or title. Other user-specific risk indicators, as well as
risk determined from behavior of other users, may be used
in a similar manner to determine a suspicion score or
threshold. Thus, for example, a given event may result in
different suspicion scores or different thresholds for different
users. Again, training can be provided based on user-specific
concerns.

The system also may analyze and mitigate access to
unwelcome disclosures that are not necessarily a security
threat. For example, a particular user may be barred from
accessing certain types of content (e.g., 1n certain business
and legal contexts such as acquisitions, litigations, divorce,
ury pools, etc., a particular user may be under instructions
not to be “tainted” by accessing certain content, and the
system could be configured to detect and mitigate access to
such protected content such as by warming the user prior to
access and/or blocking access to the content). In essence,
such barred content might be considered to be “firewalled”
content as opposed to being “untrusted” content, although
the same types of mitigation could be applied to such
firewalled content as can be applied to untrusted content,
¢.g., warning, blocking, training, etc. The system could
associate a particular user with a list or description of
firewalled content (e.g., content that mentions a particular
matter or party or relates to a particular subject), analyze
content prior to and/or after being sent to the user, and
mitigate as needed. Without limitation, some possible
examples include a juror on a high-profile trial being
blocked from accessing information regarding the trial or
parties involved in the trial, a person under a restraiming
order might be blocked from accessing content relating to
the person who took out the restraining order including
content relating to the person’s family and workplace, or a
party to a business or litigation might be prevented from
accessing “attorney eyes only” communications that are
inadvertently sent to the party. In any case, any receipt of,
access to, or attempt to access firewalled content could be
reported to an appropriate authority (e.g., a court or police
oflicer).

Turning now to the Authorization Subsystem, one or more
embodiments may determine 1f a user 1s an authorized user
by requesting credentials from the user and validating these
credentials. FIG. 8 1illustrates an embodiment 1n which the
Authorization Subsystem 450 includes a table 801 of reg-
istered users and their credentials. This table may {for
example be created by an administrator. One or more
embodiments may provide tools for administrators or other
users to create or edit user registration entries and creden-
tials, mncluding for example tools to revoke user authoriza-
tions. The table 801 may for example be stored 1n a database
or in any other format. One or more embodiments may use
any type or types of user credentials. The Registered Users
table 801 illustrates some possible credentials that may be
used 1n one or more embodiments. The table has a User
Name column 802 and a password column 803. One or more
embodiments may use any type of password or PIN and may
store these 1n any unencrypted, encrypted, or hashed form.
One or more embodiments may use salted hashing. User
440a attempts access 810 to a protected resource, and the
Authorization Subsystem responds with a logon prompt 811
requesting the user name and password; the password 1s
checked against the table 801 and access 1s permaitted. In this
illustrative embodiment, after a successiul logon credentials
are cached i a cookie 814 stored on the user’s local
computer, and the value 813 of this cookie 1s added 812 to
the table 801 1n column 804. A subsequent access attempt by
user 440q retrieves and transmits this cookie value 815 to the

.
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Authorization Subsystem; the Authorization Subsystem can
check the cookie value against the stored value 813 and
authorize the user without re-requesting a password. This
implementation of stored and cached credentials using a
cookie 1s 1llustrative; one or more embodiments may use any
desired method to cache credentials after an 1nitial valida-
tion. One or more embodiments may cache credentials in
any memory accessible to a user or to a user’s computer.

FIG. 8 illustrates another possible user authorization
technique using the user’s IP address. The Registered Users
table 801 includes an IP address range for each user, stored
in columns 805 and 806. When user 440q attempts access,
the user’s IP address 816 1s automatically provided to the
system, and the system can check 1t against the expected IP
address range for the user. IP address checks may be
particularly usetul for example to ensure that employees
only access resources from authorized computers with
known IP addresses. One or more embodiments may use IP
checking as the only or the primary authentication mecha-
nism. One or more embodiments may require additional
authentication information in addition to the IP address of
the user. One or more embodiments may combine IP address
checking with passwords, cookies, or any other scheme for
checking user credentials. For example, one or more
embodiments may check a user’s IP address first, and then
use a logon prompt for a password 1t the initial IP address
check fails. One or more embodiments may use any type of
user credentials, mncluding for example, without limitation,
passwords, PINs, biometric credentials, security certificates,
access requests that result in a one-time PIN being sent to a
user’s registered email or texted to a user’s registered mobile
device, responses to challenge questions, single sign-on
credentials, or security tokens such as USB keys or smart
cards. One or more embodiments may use multi-factor
authentication combining credentials in any desired manner.

FIG. 8 illustrates another possible user authorization
technique that confirms a user’s identity by sending a
one-time PIN to the user’s email address, which may be time
limited, for example. User 440q attempts access 817 to a
protected resource reference, and the system responds with
a registration prompt 818 asking the user to provide his or
her email address. This causes a one-time PIN to be sent to
that email address in message 819, or sent via SMS or 1n any
other manner. The system may first verity that the email
address 1s a valid email for an authorized user of the system.
The PIN 1s stored 1in column 808 of the Registered User’s
table 801. In one or more embodiments the stored PIN may
be encrypted or hashed. The user provides the PIN 820 to the
system, which then indicates that the authentication and user
registration 1s complete 1n the Confirmed column 809. In one
or more embodiments the PIN-based registration may be
valid for a limited period of time, and 1t may for example
need to be repeated with a new PIN after an mnitial regis-
tration and authentication has expired.

In one or more embodiments of the system, a user may
require authorization for a specific resource (1n addition to
authorization for the system overall) in order to access the
resource. FIG. 9 illustrates an embodiment that incorporates
resource-specific access control into the Authorization Sub-
system 450. In addition to the Registered Users table 801a
that contains user credentials, this embodiment includes a
Protected Resources table 901 that describes the protected
resources, and an Access Control table 904 that indicates
which users may access which protected resources. The
Registered Users table 801a contains an additional column
910 with a unique ID for the user. The Protected Resources
table 901 maps the Encoded links 1n column 902 into the
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corresponding Decoded links 1 column 903. The Access
Control table 904 1s a one-to-many table mapping the
Encoded links 1n column 905 into the Authonized User Id
906 that may be for example a foreign key to the Registered
users table 801a corresponding to column 910. This one-
to-many mapping provides fine-grained access control that
can grant or deny access of any user to any resource. For
example, encoded link mn58a929 appears only in row 907,
indicating that 1t may be accessed only by user u89234421q.
Encoded link xx9470kilq appears in rows 908a and 9085,
indicated that users v91230p3st and u89234421q can both
access the resource. Row 909 shows a “*”” for the Authorized
User Id associated with encoded link yt4damO3ekj; this may
indicate for example that all users authorized by the system
may access this resource. One or more embodiments may
use more complex access control lists that indicate for
example specific permissions associated with each user and
resource combination. For example, some users may have
read-only access to a resource, while other users may have
read and write access to a resource. In one or more embodi-
ments an Access Control table may for example define
access rules for groups of users 1n addition to or stead of
individual users. In one or more embodiments an Access
Control table may contain negative permissions that prevent
specified users or groups ifrom accessing specific resources
or from performing particular actions. In one or more
embodiments, use of the encoded resource reference 902 as
the key to the Access Control table may provide an optimi-
zation since access authority for a user can be checked prior
to decoding a link. In one or more embodiments Access
Control tables or other access authorization mechanisms
may use the decoded references rather than the encoded
references, and decoding may be needed prior to checking
authorization.

In one or more embodiments, the resources protected by
the system may include message attachments. These attach-
ments may 1nclude for example any kind of file or media, or
any other item that can be attached to or included with an
clectronic message. FIG. 10 illustrates an example with
message 40156 from sender 1001 containing an attached file
41056. The system performs rewrite operation 421 on the
attachment 4105 and converts 1t to a protected reference
4315 1n protected message 4305. The protected message
4305 1s then delivered to the recipient 1002. Recipient 1002
makes a copy of the protected reference by forwarding the
message 4300 to another user 1003 as forwarded message
1004 with copy of the protected reference 4325b. User 1003
then attempts to access the resource through this copy 4325
of the protected reference to the resource. This example
presumes that only recipient 1002 and sender 1001 are
authorized users for the resource as defined for example 1n
an access control list for the resource. User 1003 1s an
unauthorized user, and the system therefore blocks access, as
described above. FIG. 10 also illustrates an additional fea-
ture of one or more embodiments wherein unauthorized
access attempts may be logged with detailed information
about the access attempt. The system generates Unauthor-
1zed Access Log entry 1005, which i this illustrative
example describes the user attempting access 1006, the
resource the user attempted to access 1007, and the source
of the copy 1008. One or more embodiments may include
any available information in an unauthorized access log
entry, 1 order for example for senders or administrators to
monitor communication paths, identily channels that may
leak protected information, and monitor compliance with
policies for secure iformation. In this example the Unau-
thorized Access Log 10035 1s sent on path 1009 to sender
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1001, who may then take corrective actions 1010 and 1011.
In one or more embodiments access logs and notices of
attempted unauthorized access may be sent immediately or
periodically for example to senders, recipients, system
administrators, security personnel, or any other relevant
parties.

FI1G. 11 illustrates an embodiment that 1s a variation of the
example shown 1n FIG. 10. In thus example, an attempt by
unauthorized user 1003 to view protected resource reference
432b triggers a prompt 1101 to user 1003 informing him that
permission 1s required to access the file, and asking him 1t
he wants to request permission, 1n this case from the sender
1001. The user 1003 chooses the No option 1102 to indicate
that he does not want to request permission. One or more
embodiments may apply any desired policy to manage
attempts by unauthorized users to access protected resource
references. These policies may include for example, without
limitation, blocking access, logging the access attempt (as
illustrated 1 FIG. 10), informing the user that the resource
1s unavailable, asking the user 11 he or she wants to request
permission to access the resource (as illustrated 1n FIG. 11),
providing limited or restricted access, or any combination of
these policies.

One or more embodiments may limit access to protected
resources by limiting the number of times a protected
resource relerence may be used. FIG. 12 illustrates an
example of an embodiment that includes a maximum count
1201 {for resource reference usage i1n the Protected
Resources table 901a of the Authorization Subsystem 450.
The table also tracks the number of previous accesses 1202
for each protected resource reference. In thius illustrative
example, protected message 4306 contains an encoded ret-
erence 43156 to a resource (here a file attachment), and the
maximum number of accesses 1203 allowed for this
resource 1s 1. Thus any attempts after the initial access to
view this resource will be blocked. When recipient 1002
receives the message 4300 and initially accesses the pro-
tected reference 431b, the previous access count 1204 1s
zero. Because this previous access count 1204 1s lower than
the maximum count 1203, access 1s permitted 1205. The
Authorization Subsystem increments 1206 the previous
access count to 1207 to reflect this access. If recipient 1002
then forwards the message to user 1003, generating copy
432b of the protected reference, an attempt by user 1003 to
access 432b will be blocked 1208 since the resource has
already been accessed for the maximum number of times.
Similarly, one or more embodiments may limit the amount
of time that a resource may be accessed. For example, the
Authorization Subsystem may have a protected resource
reference expiration date, aifter which no accesses of this
protected resource are permitted. One or more embodiments
may limit the total duration of access, for example 1 the time
of access can be monitored by the system. One or more
embodiments may combine maximum resource access
counts or times with other authorization control mechanisms
included those described above.

One or more embodiments may limit the number of users
that are allowed to access a resource, instead of or 1n
addition to limiting the total number of accesses or the total
time available for access. FIG. 12A 1llustrates an embodi-
ment that uses this technique to determine if users are
authorized to access resources. Protected Resources table
9015 has column 12A01 for the maximum users count for a
resource; this count 1s the maximum number of distinct users
that may access a resource before further access 1s blocked.
Column 12A02 1s an accessed-by list for each resource; this
column tracks the identities of users who have previously
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accessed each resource. In this illustrative example arbitrary
3-character user 1dentifiers are used to show user i1dentities;
one or more embodiments may use any user identifier to
track which users have accessed which resources. User 1002
with illustrative user identifier 12A03 attempts to access
protected link 43156 in message 4305. This access attempt
triggers a check of the Protected Resources table 9015. The
accessed-by list 12A04 for this protected resource reference
1s empty, and the maximum user count 12A05 1s 1; thus an
additional access 1s allowed and the system allows access
12A06. This successiul access causes the user’s identity
12A03 to be added 12A07 to the accessed-by column,
resulting 1n a new accessed-by list 12A08 for this resource.
User 1002 then forwards the message to user 1003 with user
identifier 12A09. User 1003 attempts to access the copy
4326 of the protected resource reference. This triggers
another check of the Protected Resources table. Now the
number of users i1n the accessed-by column 12A08 for the
resource 1s 1, which matches the maximum 12A05. There-
fore the access attempt 1s blocked 12A10. However if the
initial user 1002 attempts to access the resource again with
access attempt 12A11, the authorization check determines
that the user’s 1dentity 12A03 1s already in the accessed-by
list 12A08 for the resource, so the subsequent access 1s
permitted 12A12.

One or more embodiments may provide secure access to
resources via a sandbox environment. The sandbox envi-
ronment may for example allow users to open, view,
mamipulate, or execute resources 1n an environment that
limits the eflect of potential threats, or that limits users’
ability to perform selected actions. Sandbox environments
may for example include virtual machines, specialized
applications, specialized electronic message clients, or man-
aged cloud applications. FIG. 13 illustrates an embodiment
that uses a managed cloud application to provide secure
access to resources. When user 1002 accesses protected
resource reference 4315, which here refers to an email
attachment, the system provides access to a copy 1302 of the
original attachment that 1s stored 1 a cloud-based file
system 1301. A copy of the original attachment 1s never
downloaded to the user’s computer. The system opens the
file using a managed cloud application (here a spreadsheet
viewer 1305) that executes on a remote server 1304; the user
views the file through his browser 1310. The managed cloud
application 1305 and cloud-based file system 1301 provide
a sandbox environment that limits the impact of potential
threats on the user’s computer (and on other systems con-
nected to this computer). For example, a virus check 1303
may be performed automatically when opening the file
1302. Because the cloud-based system 1s managed, virus
checking and other security features may be more complete
and more up to date than the security capabilities of the
user’s local computer. For example, a cloud-based system
may have the latest security patches and virus definitions,
whereas a user may forget or choose not to mstall these. In
addition, the eflfect of any threats embedded in the file are
limited since the browser environment itself provides a
sandbox. Moreover, the cloud application may be configured
to limit the user’s permissions for the resource. In this
example, the Copy button 1306 and Print button 1307 of the
managed spreadsheet application 1305 are greyed out, indi-
cating that they are disabled for the user. Disabling these or
similar features may for example limit leaks of sensitive
information contained 1n the file. One or more embodiments
may use any sandbox environment for access to protected
resources, including but not limited to managed cloud envi-
ronments such for example as Google™ Docs, Microsoit
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Oflice™ Online, or Dropbox™., One or more embodiments
may configure a sandbox environment to associate any
applications with any types of files. One or more embodi-
ments may perform any desired security checking actions,
such as for example virus checking, prior to opening a file
Or accessing a resource 1n a sandbox environment. One or
more embodiments may provide any desired limitations on
application features and permissions within a sandbox envi-
ronment.

One or more embodiments of the mmvention may use
stored data such as a messaging system database to deter-
mine whether an electronic message contains or presents a
potential threat. Threat detection rules may therefore be
dynamically generated or modified based on actual commu-
nications and contacts made by a user or by an organization.
FIG. 14 shows an architectural overview of an embodiment
of a threat detection system that uses data 1n messaging
system database 1401 to determine whether electronic mes-
sages contain potential threats. The message system data-
base 1401 may contain any information related to messages,
contacts, addresses, communications, connections, social or
professional networks, or organizational structures. For
example, 1 the embodiment shown in FIG. 14, database
1401 contains Contacts list 1402, Message Archive 1403,
and Summary Data 1404 that for example may be derived
from the Contacts list, the Message Archive, or both. Con-
tacts 1402 may contain any information on persons, groups,
or organizations; this information may include for example,
without limitation, names, addresses, email addresses, 1den-
tities, certificates, demographic data, social networking
names or addresses, aliases, notes, nicknames, phone num-
bers, physical addresses, roles, titles, athliations, and per-
sonal information such as birthdays or relatives. In one or
more embodiments contact list information may be obtained
from, augmented with, or validated against directories, reg-
istries, or databases that are organization-wide or that span
organizations, such as for example Active Directory ser-
vices. Information from multiple directories may be merged
into or copied mto a Contacts list, using for example utilities
such as ADSync. A Contacts list may be a Global Address
List, or 1t may include all or part of one or more Global
Address Lists. A Contacts list may also include information
from any public or shared lists of persons, addresses, orga-
nizations, or names. Message Archive 1403 may represent
any archive of messages sent by, received by, drafted by,
viewed by, or otherwise accessed by a user or any set of
users. The messages 1n Message Archive 1403 may be any
type of message, such as for example, without limitation,
emails, text messages, voice messages, video messages,
faxes, tweets, Instagrams, or postings on social network
sites. A Message Archive may contain any list or lists of any
types of messages over any time period. Messaging System
Database 1401 may also contain Summary Data 1404,
which may for example consolidate information from the
Contacts and the Message Archive. Any type of summary
information may be derived and stored. For example, Sum-
mary Data 1404 may include counts or sizes ol messages
sent to or received from each contact in the Contacts list,
potentially grouped as well by organization or domain name.
It may include the number of contacts associated with each
domain name. Summary Data may also include temporal
information, such as for example the time that each Contact
was last contacted. These examples are illustrative; one or
more embodiments may use any type ol Summary Data that
1s derived 1n any fashion from the Contacts or Message
Archive information.
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In the embodiment illustrated in FIG. 14, data in the
Messaging System Database 1401 1s used to analyze elec-
tronic messages 1n order to determine whether the messages
contain or may contain a threat. This analysis may check for
any kind of threat, including for example, without limitation,
phishing attacks, spear-phishing attacks, whaling attacks,
malware, viruses, worms, Trojans, spam, adware, spyware,
or denial of service attacks. Analysis may use any mforma-
tion 1n the messages combined with any information in the
Messaging System Database to assess whether a message
presents a potential threat. One or more embodiments may
use any additional information to perform threat analysis,
such as for example, without limitation, acceptable lists,
unacceptable lists, or signatures of viruses or other malware;
this information may be combined with information from
the Messaging System Database 1n any manner.

One or more embodiments may apply a Message Filter
1410 to electronic messages, in order to check for potential
threats and to respond to detected or suspected threats. A
filter may check any or all of the message parts that comprise
a message, such as for example, without limitation, the
sender or senders, the receiver or receivers, the headers, the
message text, the subject, the message thread, attachments,
embedded links, embedded media, the path along which the
message was transmitted, and timestamps associated with
creating, sending, forward, recerving, and reading the mes-
sage. The Message Filter may take any desired action when
a threat 1s detected or suspected, such as for example
blocking all or part of a message, or adding warnings that
alert users to potential threats. FIG. 14 illustrates several
illustrative actions taken by the Message Filter 1410. Mes-
sage 1421 1s analyzed 1411 for threats; because the filter
does not detect a threat, the message 1s allowed 1412 with
no modifications. Message 1423 1s analyzed 1413 {for
threats; because a threat 1s detected, the message 1s blocked
1414. One or more embodiments may block only parts of a
message mnstead of an entire message. Message 1425 1s
analyzed 1415 for threats; because the embedded link 1426
appears suspicious, the message filter transtforms 1416 the
message mnto a modified message 1427. In the modified
message 1427, the link 1426 1s replaced with an indirect link
1428 that applies additional checking or warnings when the
link 1428 1s clicked. These examples 1llustrate some possible
actions of the Message Filter 1410: 1t may pass a message
through unchanged; 1t may block all or part of a message; or
it may transform all or part of a message to a modified
message that for example icorporates additional checks or
warnings.

A Messaging System Database 1401 may be associated
with an individual, with a group, or with an entire organi-
zation. Message Filter 1410 may use multiple Messaging
System Databases to perform threat checking and transfor-
mations. For example, 1n a message addressed to an indi-
vidual, both the Messaging System Database of the indi-
vidual and that of the individual’s organization may be used
for threat checking. FIG. 15 illustrates an embodiment with
a hierarchically organized set of Messaging System Data-
bases. Organizational database 1501 contains an aggregate
Message Archive and Contacts for all individuals within the
organization, and Summary Data derived from these aggre-
gates. Each individual within the orgamization has an 1ndi-
vidual Personal Database, such as for example Personal
Databases 1502, 1503, and 1504. The Personal Database for
an individual may contain, for example, messages sent to or
sent by that individual, and contacts entered by that 1ndi-
vidual. The Organizational Database 1501 may for example
be a union of all of the Personal Databases, and 1t may
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include additional organization-wide information that 1s not
associated with any particular individual. Threat detection
1520 for an incoming message such as 1510 may reference
the Orgamizational Database 1501 as well as the Personal
Database 1504 of the message recipient. This scheme 1s
illustrative; one or more embodiments may use any set of
Messaging System Databases 1n any manner to check mes-
sages for threats.

FI1G. 15 also 1llustrates an embodiment that uses data from
one or more external databases to supplement the analysis of
the organization messaging database in order to perform
threat detection. In the embodiment shown, external data-
bases 1530 are accessed by threat check 1520. These data-
bases may include for example database 1531 that may
contain unacceptable senders or web sites, database 1532
that may contain known or suspected spammers, and data-
base 1533 that comprises for example DNS and whois
servers that provide imformation on website identity and
registration. These examples are illustrative; one or more
embodiments may access any available external databases 1n
addition to internal organizational messaging databases to
perform threat detection.

One or more embodiments may use any information in a
Messaging System Database to check a message for threats.
We will now describe several specific examples of threat
detection techniques that use the Messaging System Data-
base information. FIG. 16 illustrates an embodiment that
checks for threats by comparing the sender of a message to
the senders of all previously received messages in the
Message Archive; 1f a sender 1s a new sender, the message
1s classified as a potential threat. In the example 1llustrated
in FIG. 16, the Personal Message Archive 1601 of the
recipient 1s used for the threat check 1603; one or more
embodiments may also use an organizational message
archive (for example, to classily a message as a potential
threat 11 the sender has never sent a message to anyone in the
organization). The email address of the sender of message
1602 does not appear 1n the From field 1604 of any message
in the Message Archive 1601; thus the threat detection
process 1603 classifies the sender as a “new sender” 1605.
Based on this classification, one or more embodiments may
consider the message to be a threat or a potential threat.
Actions taken by the system for this potential threat may
include blocking the message entirely, blocking parts of the
message, or warning the user about the potential threat. In
the example shown in FIG. 16, the system transiorms
message 1602 into modified message 1606; the transforma-
tion mserts a warning that the sender 1s new, and that the user
should therefore be cautious, particularly in sharing personal
information. In this example, the system 1nserts a warning
1607 into the subject line, and 1t inserts a preamble 1608
prior to the message contents that warns that the sender 1s
new.

The example shown 1 FIG. 16 uses the Message Archive
to determine 1f a sender 1s new, and hence potentially a
threat. One or more embodiments may use a Contacts list for
a similar purpose. For example, a sender may be considered
“new’” 1f the sender does not appear 1n the Contacts list. FIG.
17 1llustrates an embodiment that uses a Contacts list to
determine 1 a message sender 1s a known contact. For
illustration, this example uses an Organizational contacts list
1701 instead of a personal contacts list. This 1s for illustra-
tion only; one or more embodiments may use any combi-
nation of personal contacts and organizational contacts to
screen messages for potential threats. In the example of FIG.
17, message 1602 1s checked 1702 for threats by comparing
the sender of 1602 to the known contacts in 1701. Because
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the sender address does not match the email addresses 1703
of the contacts 1n database 1701, the message 1s classified as
having an “unknown sender” 1704. In this example, the
sender’s email address 1s compared to the email addresses of
known contacts in the Contacts list 1701. One or more
embodiments may use any type ol sender identity and
contacts 1dentity to determine whether a sender 1s a known
contact, instead of or in addition to email addresses, such as
for example, without limitation, names, nicknames, display
names, aliases, physical addresses, phone numbers, certifi-
cates, or any other identifying information. One or more
embodiments may use only parts of an email address, such
as for example the domain name portion of the email
address. Because message 1602 1s from an unknown sender
(one whose email address does not appear 1n Contacts 1701),
the message filter of the system may block all or part of the
message, or 1t may transiform the message for example to
add a warning. In the example of FIG. 17, the system
transforms message 1602 to modified message 1705, with a
warning 1706 1nserted 1n the subject, and another warning
1707 inserted into the message contents. One or more
embodiments may perform any desired transformation on
messages that have suspected threats, including for example,
without limitation, adding warnings, removing message
parts, encoding links or other resources, rewriting message
text, and adding levels of security or checking when users
attempt to access the message or any of the message parts.

The example of FIG. 16 uses a Message Archive to
determine whether senders are known; the example of FIG.
17 uses a Contacts list to determine whether senders are
known. One or more embodiments may combine these
techniques 1n any desired manner, using combinations of the
Message Archive and the Contacts list to assess the threat
potential from the sender of a message. For example, one or
more embodiments may classily a sender as unknown 1f the
sender appears 1n neither the Contacts list nor the Message
Archive.

One or more embodiments may use the length of time a
contact has been 1n a Contacts list to determine the likel:-
hood that a message from that contact 1s a potential threat.
This approach may assume, for example, that newer contacts
may be less trustworthy since the user or the organization
has less experience with them. FIG. 17A illustrates an
embodiment that uses the time a contact has been known 1n
a Contacts list to determine the threat potential of a message
from that contact. Contact list 17A01 includes field 17A02
with the timestamp of when each contact was entered 1nto
the Contacts list. Message 17A10 1s received from email
address 17A11. This address matches the email address
17A12 of a contact 1n the Contact list. The sender 1s
therefore a known contact, unlike the example 1llustrated in
FIG. 17. The threat check 17A13 therefore checks how long
the contact has been in the Contacts list. By comparing the
timestamp 17A14 of when the message was received with
the timestamp 17A15 of when the contact was added to the
Contact list, the threat check 17A13 determines that the
contact was recently added 17A16. This value 1s compared
to threshold 17A17; since the age of the contact 1s below the
threshold, the message 1s classified as a potential threat. In
this example, the threat protection system modifies the
message 17A10 by iserting warnings to form message
17A18; warning 17A19 is mnserted 1n the subject line, and
warning 17A20 1s inserted 1n the message text. One or more
embodiments may block the message or parts of the message
instead of or 1n addition to inserting warnings.

Fraudulent messages such as phishing attacks are often
constructed so that they appear to be sent by a known
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contact. In some cases, messages from senders that appear 1n
the Contacts list may be recognized as fraudulent or poten-
tially fraudulent 1f the apparent sender i1s not capable of
sending messages. FIG. 17B 1llustrates an example with a
message sender impersonating a distribution list 1 the
Contact list. Contact list 17B01 contains several individual
names and addresses, and a named distribution list 17B02
that contains multiple addresses 17B03. Distribution lists are
typically configured as recipients of messages rather than
senders of messages. Therefore, a legitimate message typi-
cally should not have a distribution list as a sender. In the
example shown 1n FIG. 17B, message 17B04 has sender
with 1dentity matching the distribution list entry 17B02 in
the Contact list 17B01. The threat check 17B0S5 flags the
message as suspicious 17B06 because the sender’s name
matches the name of distribution list 17B02, which gener-
ally should only be a message receirver. Therefore, the
system transforms message 17B04 to message 17B07, with
warning 17B08 inserted in the message subject and warning,
17B09 inserting 1n the message text. One or more embodi-
ments may block a message from a distribution list instead
of 1serting warnings. One or more embodiments may use
any desired method to detect and flag senders that appear 1n
a Contact list but are not legitimate or typical sources of
messages. For example, 1 addition to distribution lists,
non-sending Contact list entries may include email
addresses that have been configured by an organization as
recipients for particular purposes (e.g.,
unsubscribe(@gods.gr), but that are not used for sending
messages.

In some cases, an impostor may use a sending address that
1s almost 1dentical to that of a known contact, so that the
receiver mistakes the sender for the real contact. One or
more embodiments therefore may classily a message as a
potential threat 11 the 1dentity of the sender 1s similar to, but
not 1dentical to, that of a known contact 1n a Contacts list.
Any type of identity may be used to compare a sender to a
contact. For example, without limitation, an i1dentity may
comprise an email address, a partial email address, a domain
name of an email address, a display name of an email
address, a physical address, a last name, a full name, a
nickname, an alias, a phone number, an extension, a PIN, a
social security number, or an account number. One or more
embodiments may use any method to define and calculate
the similarity between two 1dentities.

FI1G. 18 illustrates an example of an embodiment that uses
similarity of a sender to a known contact to determine
whether a message 1s a potential threat. Message 1602 has
sender with email address 1802. Contact list 1701 contains
a similar, but not 1dentical, email address 1801. The threat
detection system compares these two identities (which 1n
this example are email addresses) and determines that the
sender’s 1dentity 1s similar to, but not identical to, the
contact’s 1dentity. In this example the comparison uses a
distance function between the two identities. One or more
embodiments may use any distance function or similarity
metric, or any other method to compare 1dentities to deter-
mine the degree of similarity, including machine learning
models and using, for example, cosine similarity or other
similarity measures (e.g., argmax or softmax) to evaluate
similarity. One or more embodiments may compare any
form of 1dentity, including for example any portion of the
email address or any other name, identifier, number, string,
or value associated with a sender or a contact. In this
example the email addresses are compared using a Leven-
shtein distance function, which counts the number of char-
acter changes needed to transform one string into another
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string. The result 1803 1s compared to threshold 1804;
because the similarity metric 1s positive and below the
threshold 1804, the message i1s classified as a potential
threat. The threat protection system transforms message
1602 into modified message 1805, with warnings inserted
into the subject line and the message text.

Phishing attacks and other threats may use names or
addresses of senders or web sites that are similar to those of
known, legitimate senders or websites. In addition to delib-

erate, minor spelling changes, such as the diflerence
between address 1801 and address 1802 of FIG. 18, attack-

ers may use homograph attacks that use different characters
that look alike. For example, different Unicode characters
may have identical or similar displays; hence names may
differ in their Unicode representation even if they appear
identical or very similar to a receiver. As an 1llustration, the
Unicode character 0x0430 1s a Cyrillic lower case “a’; this
character may look 1dentical to Unicode character OXOO61
which 1s a Latin lower case “a”. Thus for example the
domain name www. bankofolympus com with the *“a” 1n
Cynllic 1s a different domain from the identical looklng
name www.bankofolympus with the “a” i Latin. One or
more embodiments may compare names for similarity using
knowledge of homographs. For example, a distance metric
may take 1nto account the display of characters as well as
their internal (e.g., Unicode) representation. As an example,
cach Unicode character may be mapped into a canonical
representation character prior to calculating a distance. Thus
for example, both 0x0430 and 0x0061 might be mapped to
the same representation character “a”. The homograph-
aware distance between the www.bankofolympus.com name
with Cyrillic “a” and www.bankofolympus.com with Latin
“a” would then be 0, indicating that one may be an impostor
posing as the other. Comparison of names that may include
internationalized domain names (or similar 1dentifiers) may
first transform these names from an encoded international-
1zed representation to a Unicode character set, and then to a
canonical form or other representation that reflects the
display of the characters. For example, the internationalized
domain name www. bankofolympus com with a Cyrillic “a”
may be encoded i ASCII as www.xn-bnkofolympus-
x91.com. For name comparison, one or more embodiments
may first decode an encoded internationalized ASCII string
(like www.xn-bnkofolympus-x97.com) into the correspond-
ing Unicode characters, and then compare the Unicode
string to other names using canonical representations based
on display, or based on other similarity scores that take
display representations 1nto account.

One or more embodiments may also calculate distances
between names taking into account letter combinations that
look similar; for example, the letter combination “rn” looks
very similar to “m”. Thus the name www.bankofolympus.
com may be easily confused with www.bankofolympus.
com. An 1illustrative distance metric that takes these similar
appearing letter combinations into account may for example
use a varnation ol a Levenshtein distance function that
counts a substitution of one combination for a similar
looking letter as a fractional letter substitution to reflect the
display similarity. For instance, a substitution mapping “rn”
to “m” may count as a distance of 0.5, rather than as 2 1n a
standard Levenshtein distance function. One or more
embodiments may extend this example using a table of
substitutions between characters and character combina-
tions, with an associated distance weight associated with
cach such substitution. This approach may also be used for
the homograph similarity described above; substitution of
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one letter for a homograph (1dentical or similar appearing
letter) may for example count as a fractional distance rather
than as a full character edit.

One or more embodiments may use any type of identity
or 1dentities to compare senders to known contacts or
previous senders 1n order to flag potential threats. FIG. 18
illustrates a comparison using email addresses as identity.
FIG. 18A 1llustrates an embodiment that further compares a
sender biometric identifier embedded in a message with
corresponding biometric identifiers of known contacts. One
or more embodiments may use any form of biometric
identifier to compare senders to contacts or to other lists of
known senders, including for example, without limitation, a
fingerprint, a palm print, a voice print, a facial image, or an
eye scan. In FIG. 18A, contacts list 18A01 contains a
column 18A02 with a fingerprint of each known contact. In
this embodiment, incoming messages may include a finger-
print of the sender. Incoming message 18A04 has sender
email address 18A05, and the message contains fingerprint
18A06 ostensibly from the sender. The threat detection
system compares the sender email address 18A035 and the
sender fingerprint 18 A06 to identities of contacts in the
contacts list 18A01. The fingerprint 18A06 matches finger-
print 18 A03; however, the email address 18 A05 differs from
the correspondmg contact email address 1801. Therefore,
the threat detection system determines that the message may
be a potential threat 180A07 since the sender’s i1dentity 1s
similar to, but not i1dentical to, that of a known contact,
taking into account both the fingerprint and the email
address. Transformed message 18A08 provides a warning
that the sender may be an imposter who has, for example,
stolen the fingerprint identity to appear to be the known
contact, but who 1s using a falsified email address as part of
an attack.

FIG. 19 illustrates an example that compares both the
display name and the address portions of an email address to
determine 11 a sender 1s a potential impostor. Message 1902
1s from sender 1903 with the same display name (“Alex the
Electrician™) as contact 1901. However, the sender’s address
(alexander(@grmail.com) 1s different from the address of the
contact 1901. Threat analysis 1904 therefore tlags the sender
as a potential impostor 1905, and adds warnings to trans-
formed message 1906. As this example illustrates, one or
more embodiments may compare senders to contacts using,
any combination of identities or partial identities to deter-
mine 1f a sender may be imitating a known contact.

The examples of FIGS. 18 and 19 illustrate use of a
Contact list to 1dentily senders that have i1dentities that are
similar to, but not 1dentical to, identities of known contacts.
FIG. 20 illustrates an embodiment that checks for similarity
of a sender to previous senders or receivers ol messages 1n
a Message Archive. Message 1902 1s recerved from sender
1903. The sender 1dentity 1903 1s compared to senders that
appear 1n Message Archive 2001. A similar sender 1s located
in message 2002, and the identity 2003 of the sender of
message 2002 1s compared to the 1dentity 1903 of the sender
of the new message. As in FIG. 19, the threat detection
system flags the sender as a potential impostor 1905 since
the display name 1s the same but the address 1s diflerent, and
inserts warnings 1nto transformed message 2004. One or
more embodiments may use any combination of Contact
lists and Message Archives to check the 1dentities of senders
and to perform threat analysis. For example, the techniques
illustrated 1n FIGS. 19 and 20 may be combined, wherein a
sender may be 1dentified as a possible or probable impostor
i the sender 1dentity 1s similar to either a known contact or
to a previous sender or receiver of a message 1n a Message
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Archive. One or more embodiments may calculate a simi-
larity score for a sender i1dentity using any combination of
data from Contacts and Message Archives.

One or more embodiments may apply any of the above
techniques to other message parts of a message 1n addition
to the message sender. For example, in phishing attacks a
message may include a link to a malicious website that 1s a
close replica of a legitimate website. One or more embodi-
ments may analyze message links by comparing them to
previously recerved links; 1f the link 1dentities are similar but
not i1dentical, the system may tlag the link as a potential
threat. Any form of link identity may be used for the
comparlson such as for example, without limitation, a
domain name, an IP address, a certificate, a hyperlink
display name, or any value obtained from or derived from
the website that 1s the target of the link. FIG. 21 illustrates
an example. Message 2102 contains link 2103 to a website.
Message Archive 2101 contains a previously received mes-
sage 2104 with a link 2105. Using a similarity metric like the
one described with respect to FIG. 18, the domain names of
the links 2103 and 2015 are compared; the result 2106 1s
compared to threshold 2107. Because the link 2103 1is
similar to, but not 1dentical to the previously received link
2105, the message 1s tlagged as a potential threat. One or
more embodiments may insert a warning into the message,
as for example was illustrated previously. In the example
shown 1n FIG. 21, the threat protection system transforms
message 2102 into modified message 2108, which changes
link 2103 to an encoded link 2109. Clicking on the encoded
link 2109 may for example perform additional checks or
present a warning to the user.

One or more embodiments may compare any portion of a
link or any portion of a domain name to the corresponding
portion of other links or domain names 1n order to determine
similarity. For example, the domain name 2105 (www-
bankotfolympus.com) includes a top-level domain (com), a
second-level domain (bankofolympus), and a host name
(www). One or more embodiments may compare domain
names for similarity using only the top-level and second-
level domains, for example, since organizations can easily
assign or change host names (or add subdomains). Thus, a
link with the same top-level and second-level domain, but a
different host name or other subdomain likely does not
represent a threat. As an 1illustration, 11 a link 1s received to
www?2 .bankofolympus.com, the top and second level por-
tions (bankofolympus.com) match the previously recerved
top and second level portions of link www.bankofolympus.
com; thus, the new link may not be considered suspicious
even though the full domain name differs slightly from the
previous Tull domain name. Additional subdomains may also
be 1gnored 1n one or more embodiments. For example, a link
to www.homeloans.bankofolympus.com may be compared
for similarity using only the top-level and second-level
domain portion (bankofolympus.com), with the subdomain
“homeloans™ and the hostname “www” 1gnored for similar-
ity comparisons. Similarity comparisons in one or more
embodiments may also i1gnore link path names after the
domain name, for example. Thus, for example, a link to
www.bankofolympus.com/support may be considered iden-
tical to a previously received link to www.bankofolympus.
com/login, 1f the similarity comparison compares only the
domain name portion of the link (www.bankofolympus.
com), or only the top-level and second-level domain portion
(bankofolympus.com). In general, one or more embodi-
ments may compare names (including links, addresses,
identifiers, domain names, etc.) using any desired similarity
measure on eirther full names or any portion or portions of
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the names. Portions of names compared may include for
example, without limitation, any subset, slice, field, extract,
transformation, prefix, or suihx of a name.

One or more embodiments may compare a link i a
message to any domain name referenced 1n any part of any
message 1n a Message Archuive. For example, the email
address of the sender or receiver of a message generally
contains a domain name; this domain name may be com-
pared to a link address in an incoming message. FIG. 22
illustrates an example. Message 2102 contains a link to a
website 1n domain 2203. Message Archive 2201 contains
message 2204 from a sender from domain 2205. The system
compares domain 2203 and domain 2205; the result 2206
shows that the domains are similar but not identical. The
system therefore classifies message 2102 as a possible
threat, and transforms 1t into message 2108 (as in FIG. 21)
with an encoded link that provides additional protection or
warnings.

Another indication that a message may be fraudulent 1s
that 1t 1s contradictory to or inconsistent with previous
messages from the same sender, from a similar sender, with
the same or similar subject, or on the same or a similar topic.
One or more embodiments may compare the contents of a
message with the contents of previous messages i the
Message Archive to identily contradictions or inconsisten-
cies. A contradiction may be for example an explicit or
implied inconsistency between messages, or 1t may be an
explicit instruction or indication to change or disregard
information provided in a previous message. Analyses for
contradictions may use any methods to determine the mean-
ing or purpose of the messages, including for example
natural language processing, pattern matching, statistical
analysis, or artificial intelligence. FIG. 23 illustrates an
example of an embodiment that detects a contradiction by
observing deposit instructions to two different account num-
bers. Message Archive 2301 contains a message 2302 from
sender 2303 with subject 2304 that instructs the recipient to
deposit funds mto account number 2305. Subsequent mes-
sage 2310 1s apparently from the same sender and has the
same subject, but it references a different account number
2315. Threat detection system 2320 analyzes message 2310
against previous messages 1n archive 2301 with the same or
similar sender or subject, including message 2302, and
determines that the account numbers are different. For
example, 2320 may search for numbers 1 a particular
format, or for numbers following selected keywords such as
“account.” It may also search for key phrases that suggest a
contradiction, such as “please disregard,” “please change,”
or “use . . . mstead.” One or more embodiments may use any
analysis method to identily account numbers or similar
clements within messages, or to 1dentily inconsistencies or
possible contradictions. The threat analysis result 2321
therefore flags message 2310 as a possible threat, and the
system transforms message 2310 into modified message
2322 by inserting warnings into the subject line and the
message contents.

FIG. 24 1llustrates another example an embodiment that
discovers an inconsistency that may represent a message
threat. Message 2402 from sender 2403 requests the recipi-
ent to update a password, and it provides an embedded link
to do so. Message archive 2401 contains several messages
from the same sender. A threat protection system 2404
analyzes these previous messages and determines that the
request 1s unusual 2405 since the sender has never used the
phrase “update your password” and has never included an
embedded link 1n a message. One or more embodiments may
use any form of pattern analysis, parsing, classification,
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trend analysis, statistical analysis, or artificial intelligence to
determine whether a message represents an unusual message
that 1s inconsistent with previously recerved messages. Thus
the system transforms the message 2402 into modified
message 2410 with the link 2406 transformed into encoded
link 2411, which provides additional checking or warnings.
As described 1n previous examples, one or more embodi-
ments may also add warnings to the message, or may block
all or part of the message.

FIG. 25 continues the example of FIG. 24 to show an
illustrative warning embedded into an encoded website link.
When user 2501 clicks encoded link 2411, the threat pro-
tection system may perform additional checks 2502 to
determine whether the original link target 1s a potential
threat. It may then display a warning message such as 2503.
One or more embodiments may not perform any additional
checks, but instead may directly display a warning when an
encoded link 1s checked. One or more embodiments may
block a site entirely if the check 2502 indicates that the site
1s a potential threat. Warning message 2503 may for example
explain to the user why the link 1s a potential threat. It may
also caution the user not to provide any personal or sensitive
information to the site. The warning may provide the user
with an option 2504 to proceed to the original site 2503, or
an option 2506 to not connect. One or more embodiments
may provide any desired information, education, warnings,
caveats, or options to the user when the user clicks an
encoded link or otherwise accesses a message that has been
transformed by the threat protection system.

The check site process 2502 may perform any desired
analysis of the site 2505 to determine 1f it 1s an actual,
potential, or likely threat. FIG. 26 illustrates an embodiment
that checks a site’s domain registration records to determine
the likelithood that the site 1s a threat. Check 2502a obtains
registration information 2601 for the domain associated with
the site. The system analyzes the elapsed time since the site
was registered, and the length of time for which the site was
registered, to determine how “mature” or stable the site 1s.
The result 2602 indicates that the domain was registered
recently (30 days ago) and was registered for only one year.
This implies a relatively low “maturity score.” Therelore,
the system provides warning 2603 to the user. One or more
embodiments may use any available domain registration
information to determine whether a site may represent a
threat. For example, one or more embodiments may calcu-
late a maturity score for a website based on any combination
of the duration of time since the domain for the site was
registered and the length of time for which the domain was
registered. One or more embodiments may apply a threshold
value to the maturity score to determine whether the site
represents a potential threat.

One or more embodiments may assess the maturity of a
website, domain name, or other identity by analyzing the
pattern of traflic associated with that identity over time. For
example, a website may have been registered long ago, but
kept “dormant” until recently, in which case 1t may have a
history of little or no trailic until recently; this pattern of
traflic may suggest a possible threat. Traflic may be mea-
sured for example by services that measure DNS queries, or
by services that monitor IP addresses of packets flowing
through the Internet. Traflic may also be measured as email
to or from specific domains. FIG. 26 A illustrates an embodi-
ment that checks the traflic history of a website prior to
allowing access to the site. As 1n the embodiment of FIG. 26,
a link to a website received 1n a message 1s rewritten 1into an
encoded link: when user 2501 clicks on the encoded link,
check 25025 accesses traflic history 26 A01 for the site. One
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or more embodiments may use any source of traflic history
information to perform check 25025. For example, without
limitation, traflic history may comprise any measurements
of incoming connections to a domain or website or IP
address, outgoing connections from a domain or website or
IP address, email messages sent from or to a domain or
address, or DNS queries for a domain name. In the example
of FIG. 26A, the website referenced 1n the original message
was registered at time 26 A10, which predates the clicking of
the link by more than a year. However, traflic measure
26 A11 associated with the website was very low or zero for
some time after registration. This low traflic measure sug-
gests that the website, although registered, was eflectively
dormant for a significant period of time after registration. At
time 26A12, trailic increased dramatically and exceeded
threshold value 26 A13. The check 25025 therefore uses this
time 26A12 as a relevant measure of the maturity of the
website, since 1t indicates when the site stopped being
dormant and became active. Since this time of significant
activity was very recent, the maturity score 26 A02 indicates
that the matunity of the site 1s low. Thus message 26 A03
provides a warning that the site may be a threat.

In addition to transforming messages to add warnings or
to encode website links, one or more embodiments may
turther transform messages to encode personal, sensitive, or
confidential information. The encoded information may for
example only be decoded and presented to the user if the
user presents specific credentials, or it the user’s i1dentity
matches a set of authorized recipients. FIG. 27 illustrates an
embodiment that transforms a message to hide a security
code from unauthorized users. Message 2701 contains a
security code 2702 that should only be available to autho-
rized users. The system 2703 detects this security code 1n the
message, and encodes 1t into a protected link 2704. When a
user 2705 clicks the link, a password prompt 2706 1s
presented to the user prior to displaying the security code. In
one or more embodiments the password prompt may be
replaced by an automated check of the 1dentity and creden-
tials of the user, or by any desired authentication and
authorization scheme. The threat protection system 2703
may for example locate personal, sensitive, or confidential
information 1n messages using natural language processing,
pattern matching, artificial intelligence, or any text process-
ing scheme or algorithm. In the 1llustrative example of FIG.
27, the system 2703 searches messages for specific phrases
2707. For any of the located phrases, a number or string

matching a specific format that 1s near the phrase may be
considered sensitive information, for example. For example,
a number of the format “ddd-dd-dddd” (where each “d” 1s a
digit) near the phrase “social security number” or *“social
security” may be considered to be a social security number,
and thus may be encoded by the system.

In one or more embodiments, the sender of a message
may designate personal, sensitive, or confidential informa-
tion explicitly. The threat protection system may then use
these user designations to determine what information to
encode. FIG. 28 1illustrates an example where the sender of
message 2801 (or an editor of the message) has mserted tags
2804 and 28035 around code 2702. The threat protection
system 2803 searches for these tags 2807 and encodes
information located within the tags. One or more embodi-
ments may use any format for tags or other designations to
identily information that should be encoded. In one or more
embodiments the schemes illustrated in FIGS. 27 and 28
may be combined, wherein the sender may designate sen-

"y

5

10

15

20

25

30

35

40

45

50

55

60

65

32

sitive information and the system may in addition attempt to
determine other sensitive information that has not been
explicitly tagged.

One or more embodiments may transform messages con-
taining personal, sensitive, or confidential imformation in
vartous ways to protect this information. For example,
transiformations may delete or substitute message recipients
in order to ensure that the personal, sensitive, or confidential
information 1s only sent to authorized receivers or to autho-
rized domains. FIG. 29 illustrates an example. The Threat
Protection System 2910 1s configured to ensure that confi-
dential information 1s sent only to email addresses in the
gods.gr domain. One or more embodiments may apply
similar rules to confidential information for a company or
organization, for example, to ensure that this information 1s
only sent within the company. One or more embodiments
may have a list of multiple domains that are authorized to
receive messages, or may apply any other rules to determine
which email addresses are authorized to receive which
messages or which types of information. Key phrase list
2911 provides phrases that indicate that a message contains
or may contain confidential mformation. One or more
embodiments may also use explicit tagging of sensitive
information, as illustrated for example 1n FIG. 28. In the
embodiment illustrated 1n FI1G. 29, Threat Protection System
2910 scans message 2901 for the phrases 2911. This scan
may be performed for example when sending, forwarding,
or delivering a message. It may also be performed during or
alter message composition, for example as part of an email
client. Because the title 2905 of the message contains a
sensitive phrase, the message 1s flagged as having confiden-
t1al information. The policy 1n this illustrative example 1s
that only recipients with email addresses in the gods.gr
domain are authorized to receive this information. Of the
original recipients 2902, 2903, and 2904 in message 2901,
only recipient 2903 has an email address 1n the authorized
domain. Therefore, 1n this example the system transforms
the message to revised message 2920, with only recipient
2903 remaining; the other recipients are deleted by the
system.

In one or more embodiments the threat protection system
may also substitute a different email address when 1t trans-
forms a message to remove a prohibited email address. FIG.
30 continues the example of FIG. 29 to illustrate email
address substitution. As 1 FIG. 29, message 2901 1s flagged
as containing confidential information, based on the patterns
defined 1n 2911, and email addresses 2902 and 2904 are

removed from the recipients list because they are not in the
authorized domain. In addition, contacts list 3012 1s scanned
by Threat Protection System 3010 to determine if a user
whose email address 1s removed also has an email address
in the authorized domain. In this example, user 3013 has two
email addresses, one of which 1s the unauthorized address
2902 that 1s removed from the message, and the other of
which 1s 1n the authorized domain. Therelfore, the system
3010 may warn the user and/or make a substitution, and
transform the message into message 3020 with address 3021
substituted for address 2902. The contact list 3012 has no
matching authorized email address for the unauthorized
address 2904; hence this address 1s simply removed with no
substitution.

Information about a resource can change from the time
the resource or a reference to the resource 1s rewritten and
delivered to the user as a protected resource, referred to as
the “delivery time”, and the time the user accesses the
resource, referred to as the “display time”. For example, at
delivery time, a resource 1s suspected of being a threat based
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on current information known about the resource. Later on,
it’s confirmed that the resource 1s harmiul. At display time,
the resource 1s a known threat based on the updated infor-
mation. The following system mediates a user’s access to a
resource based on updated information about the resource.

FIG. 31 illustrates an example system that mediates a
user’s access to a resource, including a web page. This can
reduce the likelihood that the user will do something harm-
tul like give their password to an unsafe site or reuse their
password. This embodiment follows the general architecture
illustrated 1n FIG. 4, with specific components to handle
links. In this example, a message 3101 sent to the user 3140
contains a link 3110 to a web page. One or more embodi-
ments may accept messages with any types of links to any
types of resource. Links may be for example, without
limitation, any uniform resource locator (URL), uniform
resource 1dentifier (URI), or uniform resource name (URN)
that reference any type of resource, including but not limited
to web pages. URIs for example may use any URI scheme,
including for example, without limitation, file, http, https,
ftp, rtsp, telnet, 1map, dns, smtp, mailto, news, or sms. Any
method of referring to resources may be used by one or more
embodiments. One or more embodiments may accept and
rewrite messages with resources included directly mn a
message, rather than indirectly via a link or reference.

The system includes a Threat Check 3115 that uses
information stored in a database 3116 to check the message
3101 for a threat. The database 3116 can include the
Messaging System Database 1401, the Organizational Mes-
saging Database 1501, and the other databases described
above with reference to FIGS. 14 and 15. Information 3118
can include information that 1s known about the message
3101 (e.g., the senders of all messages previously received
by the user 3140) at delivery time. The Threat Check 3115
can detect a threat based on the information 3118 using any
one of the techniques described above with reference to
FIGS. 16-30.

In response to detecting the threat, the Threat Check 3115
rewrites the link 3110 ito an encoded form 3111 using a
Message Transformation Subsystem 3120. The original
messages 3101 1s then delivered to the user 3140 as a
modified message 3102 with the encoded link 3111. In the
illustrative embodiment shown 1n FIG. 31, the encoded link
3111 provides an indirect and encoded link to resource 3180
(1.e., the web page) through a proxy server 3125. When the
user 3140 accesses (e.g., clicks) the encoded link 3111 to see
the web page at display time, the proxy server 3125 uses the
path name (*abc123”) after the proxy server’s hostname
(“www.proxy.com”) to determine which resource 1s refer-
enced.

The proxy server 31235 includes a Resource Access Sub-
system 3160 that provides mediated access to the resource
3180 via a Mediation Mechanism 3170. The mediated
access can reduce the likelihood that the user 3140 will do
something harmful, such as provide their bank password to
an unsafe site or reuse their company password for their
social media account. At display time, the Mediation Mecha-
nism 3170 consults a database 3116' and uses updated
information 3118' for the mediation process, which 1is
described 1n greater detail below. (The use of prime symbols
indicates that the database 3116 and the information 3118
have changed.) The updated information 3118' includes
information that 1s known about the resource 3180 at display
time. Mediating the user’s access based on up-to-date infor-
mation 1s useful. In some cases, little or no information 1s
known about the resource 3180 at delivery time and, as such,
it 1s unclear whether the resource 3180 1s a threat or not. By
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the time the user 3140 accesses the resource 3180 at display
time; more information about the resource 3180 may be
known resulting in a better threat determination.

For example, 1n a “zero-day” attack, typically a first group
of users are harmed by the attack because it 1s new and
unknown. This prompts security providers like MIMECAST
to 1dentily the attack, analyze 1t, and devise countermea-
sures. Additionally, information about the attack 1s dissemi-
nated among the security community and the public at large.
The system can take advantage of such new information
available at display time and can respond by blocking access
to a resource, warning a user about accessing a resource, or
dynamically triggering a browser 1solation session to pro-
vide access to the resource 1n a protected environment. This
feature 1s particularly useful because there 1s generally a
significant time lag in between delivery and display time.
The system can limit the number of users likely to be harmed
to those who read an unsafe message most promptly, for
example. Without the system, 1t 1s likely many more users
would be harmed by a first wave of deliveries.

The Mediation Mechanism 3170 can use a variety of

techniques to mediate a user’s access to a link. Turming to
FI1G. 32, Decode Module 3130 decodes the encoded link

3111 yielding the original link 3110 to the web page. (Any
method may be used to encode and decode links as described
above with reference to FIG. 4.) The Mediation Mechanism
3170 receives the original link 3110 and performs a Check
3201 on the web page. The Check 3201 may use any desired
method to determine, at display time, whether the web page
presents known or suspected threats of any kind based on the
updated information 3118'. For example, a check method
that uses updated acceptable and/or unacceptable lists can be
used, the basis of which 1s described above with reference to
FIG. 7. Other examples of possible check methods that may
be used by one or more embodiments include, without
limitation, checking for a valid certificate from a recognized
certificate authority, verilying the identity of the sender of a
message using for example DomainKeys Identified Mail
(DKIM) or Sender Policy Framework (SPF), checking
whether the name of a web page or domain 1s suspiciously
similar to that of a known legitimate site, checking the
length of time a web page or domain has been registered
(under the presumption for example that many phishing sites
for instance may be recent or short-lived), checking the IP
address associated with a domain for suspicious geographi-
cal locations, and using a recommender system to determine
a web page’s salety reputation.

In one or more embodiments, the Check 3201 includes
calculating a suspicion score for the encoded link 3111, and
using the suspicion score to determine the action when the
user attempts to access the encoded link 3111, as described
above with reference to FIG. 7. For example, the suspicion
score can be compared with a threshold. A “high”™ suspicion
score 1s greater than the threshold and a *“low™ suspicion
score 1s less than or equal to the threshold. Links with high
suspicion scores may be blocked and those with low suspi-
cion scores may be allowed and/or trigger a user warning.

The suspicion score can be calculated by a process for
analyzing visual representations of the encoded link 3111
and of trusted sites. These visual representations can be
webpage visual 1images and, for the ease of reference, are
called “screens”. The process represents “durable” or
“stable” parts of a screen by 1gnoring areas of the screen that
change from one visit to another, such as display ads. The
ignorable areas of the screen can be determined by exam-
ining a model that defines the logical structure of data
(documents) and the way data 1s accessed and mampulated,
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such as the Document Object Model (DOM). Ignorable
areas of the screen can also be determined by retrieving a
page multiple times and determining which parts of the page
have and have not changed. The process can store the stable
parts of the screen or can hashes these parts for quick 5
evaluation and comparison.

With respect to trusted sites, the process stores the stable
parts ol top-level pages of these sites, called “trusted
screens’’. When a user visits a page, for example, the process
can hash 1ts visual representation and compare the result to 10
the hashes of the trusted screens. If the screen matches one
of the trusted screens but the corresponding site 1s not one
of the trusted sites, the process returns a suspicion score
indicating that the link 1s suspicious. In turn, the link can be
blocked or the user can be warned. In one or more embodi- 15
ments, the user or an administrator of the system can
determine (set) which sites are sensitive enough to be trusted
sites and have the above-described process applied. While
described 1n the context of analyzing visual representations
of sites, the process can also be applied to a video/audio 20
stream to authenticate a video/audio connection.

As previously described, additionally, or alternatively, the
suspicion score or threshold may be based, at least in part,
on the specific user. In particular, 1n addition, or alterna-
tively, to the types of threat analyses and remediations 25
discussed above (e.g., correlating the name of a domain from
a link with the domain name of a known legitimate website
and/or correlation of wvisual representations), suspicion
scores or thresholds may be based on characteristics of the
specific user attempting to access the link. Such character- 30
1stics may iclude, but are not limited to, the user’s behavior,
such as past user behavior with respect to accessing links,
both legitimate links (i.e., safe and trusted links) and 1ille-
gitimate links (1.e., unsafe and untrusted links), as well as
any subsequent security threats or breaches occurring as a 35
result of the user’s prior behavior. For example, as previ-
ously described, the security mechanism 470 may be con-
figured to monitor user behavior to 1dentily any suspicious
behavior (1.e., prior user interaction with legitimate and/or
illegitimate links, user browsing history, user uploading or 40
downloading of potentially sensitive data and protected
resources, etc.). Accordingly, a user’s behavior can be used
as an 1ndicator of the level potential risk that such a user
poses with respect to the maintaining of the security of
protected resources (e.g., 11 the user has a history of reckless 45
behavior, then the suspicion score may be higher, and 11 the
user has a history of good behavior, then the suspicion score
may be lower, etc.). Traiming can be provided based on
user-specific concerns.

The characteristics may further include a user’s role or 50
title within the particular enterprise (i.e., business entities,
companies, organizations, departments, etc.) in which sys-
tems of the present invention are implemented. For example,
depending on the particular role, a user may have more or
less access to protected resources. Accordingly, the greater 55
level of access to protected resource that a given user has (as
a result of their role), the greater risk 1s posed in the event
that such a user accesses an illegitimate link. Accordingly,
the suspicion score may be based, at least 1n part, on a user’s
role or title. Again, training can be provided based on 60
user-specific concerns.

In the embodiment shown 1n FIG. 32, the Check 3201
determines that the link 3110 1s either sate 3203 or malicious

or suspicious 3202 based on the updated information 3118

from the database 3116'. (The use of prime symbols indi- 65
cates that the database 3116 and the information 3118 have

changed.) If the link 1s deemed safe, the system proceeds to
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connect 3204 to the web page. If the link 1s deemed
malicious or suspicious, one or more embodiments may

either block access 3205, or warn 3206 the user 3140. An

illustrative warning 3207 1s presented to the user 3140 who
requested access to the link. This warning may for example
explain to the user 3140 why the link 1s or may be danger-
ous. It may also educate the user 3140 on potential threats
and how to avoid them. In this illustrative example, the
warning presents the user 3140 with three options: Cancel
3208, which blocks access; Connect 3209, which 1gnores the
warning and connects; and Learn More 3210, which may
present more detailed information about the threat or about
threats 1n general. One or more embodiments may always
block 3203 rather than warn a user. One or more embodi-

ments may always warn 3206 and never block 3205.

One or more embodiments may block certain links and
warn the user about other links. In one or more embodiments
a user warning may for example ask the user one or more
questions about the link or about the message 1n which the
link was included; the system may then determine whether
to allow access to the link based on the user’s response to the
questions. FIG. 31 illustrates the Resource Access Subsys-
tem 3160 executing on the proxy server 31235. This 1s an
illustrative configuration; one or more embodiments may
distribute these subsystems or modules of these subsystems
across servers or other computers 1n any desired manner.

Virtually everything online requires a password making
stolen passwords a very big concern for everyone, and very
lucrative business for scam artists and criminals. One decep-
tive approach 1s to trick a user into thinking they are dealing
with a legitimate entity and ask the user to give them their
password and other personal information (e.g., answers to
security questions). Another way takes advantage of a user
having poor password hygiene like reusing their passwords.
It’s much less taxing to a user’s overburdened memory to
use the same password for anything and everything from
their online banking accounts to music streaming and credit
card accounts, to their social media accounts. What 1s a
needed 1s a system for warning a user of unsafe sites for
passwords and enforce good password hygiene.

FIG. 33 continues the example of FIG. 24 to show an
example embodiment that warns a user about unsafe sites for
passwords. A pre-delivery threat analysis and intervention
system, such as the threat protection system 2404 of FI1G. 24,
rewrites the link 2406 as the encoded link 2411 as previously
described. The link 2406 1s to the original site 3305 ‘www.
bankofolympics.com’. When user 3301 clicks the encoded
link 2411, the threat protection system performs an addi-
tional check 3302 to determine whether the original site
3305 1s unsafe for passwords. The check 3302 includes
consulting a body of information that can include the
Messaging System Database 1401, the Organizational Mes-
saging Database 1501, and the other databases described
above with reference to FIGS. 14 and 15. For illustration
purposes, information relevant to determining whether the
site 1s unsafe for passwords 1s described as and represented
in the Figure as a “list” 3310. The list 3310 contains known
sites and allowed/banned user actions associated with the
known sites. For example, www.bankofolympus.com 1s a
known site and user 1s not allowed to use (or provide) the
password they use to login mnto their work account. Also
shown, www.bigcorp.com 1s a known site and user i1s not
allowed to use (or provide) the password they use to login
into their bank account. Other user actions that can be
controlled include providing corporate credentials and pro-
viding company credit card details just to name a few
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examples. Known sites can be looked up by URL, domain,
subdomain, and wildcard just to name a few possible 1den-
tifiers.

In the example shown i FIG. 33, the encoded link 2411
corresponds to an original site 3305 ‘www.bankofolympics.
com’ that 1s not found 1n the li1st 3310. In response, the threat
protection system displays a warning message 3303 explain-
ing to the user 3301 why the link 1s a potential threat and
cautioning the user 3301 not to provide any personal or
sensitive information to the site 3305. The warning may
provide the user 3301 with an option 3304 to proceed to the
original site 3305, or an option 3306 to not connect. One or
more embodiments may provide any desired information,
education, warnings, caveats, or options to the user 3301
when they click an encoded link or otherwise accesses a
message that has been transformed by the threat protection
system. It a site 1s Tound 1n the list 3310, the threat protection
system displays a warning message informing the user 3301
of allowed and/or banned actions, as will be described next.

FIGS. 34A and 34B illustrate an example embodiment
that encourages a user 3401 to practice good password
hygiene. In FIG. 34 A, the Bank of Olympus sends a message
3402 requesting the user 3401 to update their password. The
message 3402 includes an embedded link 3403 to site 3404
‘www.bankofolympus” where the user 3401 can update their
password. Message archive 3405 contains several messages
from the Bank of Olympus (service(@bankofolympus). The
threat protection system analyzes the previous messages and
determines that the request 3402 1s a typical request 3407
because the Bank of Olympus reminds the user 3401 to
update their password, regularly. (Changing passwords
regularly 1s itself part of good password hygiene.) One or
more embodiments may use any form of pattern analysis,
parsing, classification, trend analysis, statistical analysis, or
artificial intelligence to determine whether a message rep-
resents a typical message that 1s consistent with previously
received messages.

Turning to FIG. 34B, the threat protection system can
perform a similar analysis on the embedded link 3403 and
determines that the embedded link 3403 1s asking the user
3401 to provide one or more passwords. For example, the
threat protection system can access the embedded link 3403
and detect a passwords page. The threat protection system
transforms the message 3402 1into a modified message 3410
with the link 3403 transformed into an encoded link 3411,
which provides additional checking or warnings. As
described 1n previous examples, one or more embodiments
may also add warnings to the message, or may block all or
part of the message.

Continuing with FIG. 34B, when the user 3401 clicks the
encoded link 3411, the threat protection system performs the
check 3302 to determine what user actions are allowed
and/or banned. In this example, the site 3404 1s found 1n the
list 3310 and 1s associated with a banned action ‘Banned:
company password’; which means the user 3401 1s not
allowed to use (or provide) their company password to the
site 3404. The threat protection system displays a warning
message 3425 explaining to the user 3401 they are not
allowed to use (or provide) their company password to the
site 3404. More importantly, the threat protection system
provides a very simple message to the user 3401 that they
cannot enter a password (or other personal information)
unless they receive the warming message 3425.

The user 3401 seces the warning message 3425 and 1s
reminded not to reuse their company password as a pass-
word for their bank account and to use a different password
instead. Beneficially, the system directs the user 3401 to
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update their password with a new password instead of
reusing an old one, thereby encouraging the user 3401 to
follow good password hygiene. The warning message 3425
can provide the user 3401 with an option 3430 to proceed to
the original site 3404, or an option 3435 to not connect. One
or more embodiments may provide any desired information,
education, warnings, caveats, or options to the user when the
user clicks an encoded link or otherwise accesses a message
that has been transformed by the threat protection system.
In response to updated information, the threat protection
system can create and provide an intermediary page prior to
connecting the user 3401 to the original site 3404. The
intermediary page can warn the user which user action 1s
allowed or banned with respect to the site 3404, or warn the
user that the site 3404 1s suspicious. Because the threat

protection system provides the intermediary page before
allowing the user to go to the site 3404, 1t may be convenient
to say that the system intervenes or interrupts the user’s
access to the original site 3404.

The threat protection system can also create and provide
an intermediary page to mitigate potential damage caused by
a “zero day attack”. In many cases, at the time of the attack,
the zero day attack 1s not even recognized as an attack at all.
When the system does not know whether a resource that a
user seeks to access 1s sate or not, the system creates and
returns an itermediary page for the user notifying them to
use caution. This may dissuade the user from accessing the
resource and thwart the zero day attack. Advantageously, 1
there 1s more information known about the attack (e.g.
damage caused the attack), the system can provide an
intermediary page to the user with updated information, a
security patch or even block the user from accessing the
unsafe resource. As such, the threat protection system can
limit the extent of users aflected by a zero day attack to only
those users who promptly access an unsaie resource.

The intermediary page can be secured with personal
information to reduce the likelithood that the page can be
faked by someone phishing for passwords. The personal
information can include, for example, the last 4 digits of a
user’s phone number and their recent activities (e.g., a
particular email was sent or received by the user, or the
subject of their most recent email 1n their 1nbox). In another
example, the intermediary page can include an 1mage and/or
phrase that the user selected when they registered with a site.
Including the user-selected image/phrase proves to user that
the intermediary page 1s not a fake.

While the techniques for mediating a user’s access to a
resource are described in the context of a threat protection
system, the foregoing principles can be applied to an appli-
cation or a plug-in for a browser runmng on the user’s
computer or mobile computing device (including smart
phones and smart watches). In such examples, the browser
plug-in or application can mediate access to the resource
without an intermediary page. Furthermore, user access can
be mediated based on physical or network location. For
example, the browser plug-in can detect that a user 1s 1n a
virtual private network (VPN) and allows the user to provide
their password to a site only when they are on the VPN. In
another example, the browser plug-in can detect that a user
1s a specification geographical location (using GPS or based
on IP address) and prevent the user from using certain
passwords. The foregoing techniques can also be applied to
a variety of situations in which a user should use care 1n
typing important passwords or login details, forgotten pass-
word answers to questions, and the like. Such situations
include as internet banking, social media, and ecommerce.




US 11,595,417 B2

39

The threat protection systems described herein also may
be configured to provide remediation services 1n the event
that an illegitimate link 1s clicked and/or passed along to
(e.g., shared with) other users (e.g., via email, messaging, or
the like). For purposes of this discussion and claims, reme-
diation generally includes removal of messages or ﬁles once
detected as malicious post-click. Remediation can be per-
tormed for the user who clicked and/or for other potentially-
aflected users.

The threat protection systems described herein also may
be configured to replace a URL with a shortened URL in
certain situations. For example, in the event that an email 1s
sent to a user, wherein the email contains a link (URL), the
threat protection system 1s configured to analyze the email
and, 1n some 1nstances, replace the URL, e.g., with a
shortened URL. URL shortenmg 1s a technique 1n which a
URL may be made substantially shorter and still direct to the
website associated with the original link. This 1s achieved by
using a redirect, which links to the webpage that has the
original, longer URL.

The systems of the present invention are configured to
map a shortened URL to one or more stored objects such as
JavaScript Object Notation (JSON) objects, wherein such
objects may include informational data associated with
them. For example, as previously described, a Message
Filter 1410 may be applied to electronic messages, 1n order
to check for potential threats and to respond to detected or
suspected threats. The filter may check any or all of the
message parts that comprise a message, which can serve as
informational data for the JSON objects, such as {for
example without limitation, the sender or senders, the
receiver or receivers, the headers, the message text, the
subject, the message thread attachments embedded links,
embedded media, the path along which the message was
transmitted, and timestamps associated with creating, send-
ing, forward, receiving, and reading the message. The infor-
mational data may further include, for example, entity
relationship (ER, which, for purposes of this discussion and
claims 1s an object that stores all the message receipt and
delivery metadata and data, thereby providing the system
everything about the message i which the link was
received), 1P, and Policy Id, to name a few.

Accordingly, by associating the shortened URLs with
objects such as JSON objects and the vast amount of
informational data associated therewith, such shortened
URLSs become “smart URLs, in that the threat detection
systems can utilize the informational data tied to any given
short URL for more advanced processing such as, for
example, providing detailed intermediary pages (since the
systems knows the message), performing remediation
(again, since the system knows the message), addressing
other recipients (e.g., what actions did other recipients take,
and has the system taken action for other recipients such as
scanning,, blocking, warning, triggering a browser 1solation
session, etc.). The system also knows all the other URLSs 1n
the message via the Smart URL, and the system can treat
these other URLSs as being bad by association. For example,
in the event that a user clicks on a link that 1s illegitimate
(and thus presents a security risk), the threat detection
system can automatically remediate the message for all other
recipients of the message based on the mmformational data
associated with the link. In particular, by having knowledge
of the ER (e.g., based on device enrollment, from which the
identity of the person who clicked a URL can be deter-
mined), the message can be found, as well as all other
original recipients of the message, all other URLs in the
message, as well as all other recipients of forwarded mes-
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sages (including forwarding of short URLs). Stmilar func-
tionality can be provided for attachment release links. The
remediation may include, for example, simply removing the
malicious links, attachments, or the message entirely from a
recipient’s inbox, and/or notifying the recipients and admin-
istrator.

While the mnvention herein disclosed has been described
by means of specific exemplary embodiments and applica-
tions thereof, numerous modifications and variations could
be made thereto by those skilled in the art based on the
disclosure without departing from the scope of the inventive
concepts.

It should be noted that, while links are used 1n many of the
described embodiments as examples of resources and con-
tent that are subject to mediated access, exemplary embodi-
ments described herein can apply to many other types of
resources and content mcluding, without limitation, 1cons,
attachments, and email addresses, to name but a few. Thus,
embodiments of the present invention are not limited to links
even 11 a link 1s the only example resource or content
described 1 a particular exemplary embodiment. It also
should be noted that terms such as “resource’ and “content”
are often (but not necessarily) used interchangeably through-
out the specification such that, for example, 1n at least some
cases, mediated access to certain content can be considered
mediated content to a resource, and vice versa.

As used 1 any embodiment herein, the term “module”
may refer to software, firmware and/or circuitry configured
to perform any of the aforementioned operations. Software
may be embodied as a software package, code, instructions,
instruction sets and/or data recorded on non-transitory coms-
puter readable storage medium. Firmware may be embodied
as code, 1nstructions or instruction sets and/or data that are
hard-coded (e.g., nonvolatile) 1 memory devices. “Cir-
cuitry”’, as used 1n any embodiment herein, may comprise,
for example, singly or 1n any combination, hardwired cir-
cuitry, programmable circuitry such as computer processors
comprising one or more individual instruction processing
cores, state machine circuitry, and/or firmware that stores
istructions executed by programmable circuitry. The mod-
ules may, collectively or individually, be embodied as cir-
cuitry that forms part of a larger system, for example, an
integrated circuit (IC), system on-chip (SoC), desktop com-
puters, laptop computers, tablet computers, servers, smart
phones, etc.

Any of the operations described herein may be imple-
mented 1 a system that includes one or more storage
mediums having stored thereon, imdividually or in combi-
nation, instructions that when executed by one or more
processors perform the methods. Here, the processor may
include, for example, a server CPU, a mobile device CPU,
and/or other programmable circuitry.

Also, 1t 1s mtended that operations described herein may
be distributed across a plurality of physical devices, such as
processing structures at more than one different physical
location. The storage medium may include any type of
tangible medium, for example, any type of disk including
hard disks, floppy disks, optical disks, compact disk read-
only memories (CD-ROMs), compact disk rewritables (CD-
RWs), and magneto-optical disks, semiconductor devices
such as read-only memories (ROMs), random access memo-
rics (RAMs) such as dynamic and static RAMSs, erasable
programmable read-only memories (EPROMs), electrically
crasable programmable read-only memories (EEPROMs),
flash memones, Solid State Disks (SSDs), magnetic or
optical cards, or any type of media suitable for storing
clectronic 1nstructions. Other embodiments may be 1mple-
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mented as software modules executed by a programmable
control device. The storage medium may be non-transitory.

As described herein, various embodiments may be imple-
mented using hardware elements, software elements, or any
combination thereol. Examples of hardware elements may
include processors, microprocessors, circuits, circuit ele-
ments (e.g., transistors, resistors, memristors, quantum com-
puting devices, capacitors, mductors, and so forth), inte-
grated circuits, application specific integrated circuits
(ASIC), programmable logic devices (PLD), digital signal
processors (DSP), field programmable gate array (FPGA),
logic gates, registers, semiconductor device, chips, micro-
chups, chip sets, and so forth.

Reference throughout this specification to “one embodi-
ment” or “an embodiment” means that a particular feature,
structure, or characteristic described 1n connection with the
embodiment 1s included in at least one embodiment. Thus,
appearances of the phrases “in one embodiment™ or “in an
embodiment” 1n various places throughout this specification
are not necessarily all referring to the same embodiment.
Furthermore, the particular features, structures, or charac-
teristics may be combined in any suitable manner 1n one or
more embodiments.

The term “non-transitory™ 1s to be understood to remove
only propagating transitory signals per se from the claim
scope and does not relinquish rights to all standard com-
puter-readable media that are not only propagating transitory
signals per se. Stated another way, the meaning of the term
“non-transitory computer-readable medium” and “non-tran-
sitory computer-readable storage medium”™ should be con-
strued to exclude only those types of transitory computer-
readable media which were found 1n In Re Nuyjten to {fall
outside the scope ol patentable subject matter under 35
U.S.C. § 101.

The terms and expressions which have been employed
herein are used as terms of description and not of limitation,
and there 1s no intention, in the use of such terms and
expressions, of excluding any equivalents of the features
shown and described (or portions thereof), and 1t 1s recog-
nized that various modifications are possible within the
scope of the claims. Accordingly, the claims are intended to
cover all such equivalents.

INCORPORAITION BY REFERENCE

References and citations to other documents, such as
patents, patent applications, patent publications, journals,
books, papers, web contents, have been made throughout
this disclosure. All such documents are hereby incorporated
herein by reference in their entirety for all purposes.

EQUIVALENTS

Various modifications of the invention and many further
embodiments thereof, in addition to those shown and
described herein, will become apparent to those skilled 1n
the art from the full contents of this document, including
references to the scientific and patent literature cited herein.
The subject matter herein contains important information,
exemplification and guidance that can be adapted to the
practice of this invention in 1ts various embodiments and
equivalents thereof.

What 1s claimed 1s:
1. A system for mediating a user’s access to content, the
system comprising:
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a processor coupled to a non-transitory memory contain-
ing instructions executable by the processor to cause
the system to:
monitor content delivered to, or queued to be delivered
to, a computing device associated with the user,
wherein the content 1s subject to changing over a
period of time based on user interaction with the
content through selection of a selectable object of the
content or entry of data into a data entry field of the
conftent;

analyze the content including analyzing the content at
least each time the content changes based on said
user 1nteraction with the content to determine
whether the content requires disclosure of informa-
tion and/or poses a threat; and

mediate user access to the content based on the analy-
s1s, wherein the mediating of user access comprises
at least one of (1) outputting to the user, at least prior
to and/or during user interaction with the content,
security- or content-related information associated
with the content or (2) preventing any subsequent
user interaction with the content.

2. The system of claim 1, wherein the system 1s config-
ured to analyze the content at a time of delivery and also to
analyze the content at least once after delivery but before the
user accesses the content.

3. The system of claim 2, wherein the system 1s config-
ured to analyze the content after delivery in response to the
user attempting to access the content.

4. The system of claim 1, wherein outputting the security-
or content-related information comprises generating an indi-
cator to be displayed on a user interface of the user’s
computing device that indicates to the user one or more
actions that are deemed allowable or banned with respect to
the content.

5. The system of claim 1, wherein outputting the security-
or content-related information comprises generating an indi-
cator to be displayed on a user interface of the user’s
computing device that comprises a safety assessment of the
content.

6. The system of claim 1, wherein outputting the security-
or content-related information comprises generating an indi-
cator to be displayed on a user interface of the user’s
computing device that comprises information about the
content.

7. The system of claim 1, wherein outputting the security-
or content-related information comprises generating an indi-
cator to be displayed on a user interface of the user’s
computing device that indicates a recommended action for
the user to take with regard to the content.

8. The system of claim 1, wherein outputting the security-
or content-related information comprises generating an indi-
cator to be displayed on a user interface of the user’s
computing device that indicates whether the content con-
tains a virus, malware, a cyberattack mechanism including
phishing, or a combination thereof.

9. The system of claim 1, wherein outputting the security-
or content-related information comprises generating an indi-
cator to be displayed on a user interface of the user’s
computing device that comprises training information.

10. The system of claim 1, wherein the content 1s asso-
ciated with at least one of a software application, an oper-
ating system, a website, an email, an 1instant message, a text
message, a voice mail, a social media message, a syndication
feed such as RSS and ATOM, or a telecommunication.

11. The system of claim 10, wherein the analysis com-
prises 1dentifying one or more mnformation resources asso-
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ciated with the content and determining whether or to what
degree or with what probability the one or more information
resources poses a security threat.

12. The system of claim 11, wherein the one or more
information resources comprises a link, an icon, an attach-
ment, or other wvisual representation of an information
resource.

13. The system of claim 12, wherein the visual represen-
tation 1s an email address or a link associated with a domain.

14. The system of claim 1, wherein the analysis comprises
a stmilarity analysis of data associated with the content to a
set of data associated with trusted content and flagging the
content as being legitimate and safe or tlagging the content
as being illegitimate and unsafe based on the similarity

analysis.

15. The system of claim 14, wherein the similarity analy-
s1s uses a distance function, similarity metric, or machine
learning model to evaluate similarity.

16. The system of claim 1, wherein the content data and
the trusted content data comprises at least one of domain
name(s), Uniform Resource Locator(s) (URL), Uniform
Resource Identifier(s) (URIs), Internet Protocol addresses,
HTML structure, webpage resources, including images,
reputation data, and a combination thereof.

17. The system of claim 1, wherein the analysis comprises
a graphical comparison comprising either a full comparison
or a partial comparison of a screen 1mage of the content to
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a screen 1mage of trusted content and the flagging of the
content 1s based, at least 1n part, on the graphical compari-
SOn.

18. The system of claim 14, wherein the analysis com-
prises determining a suspicion score, wherein the suspicion
score 1s a similarity metric representing of a degree of
similarity between the data associated with the content and
the set of data associated with trusted content.

19. The system of claim 1, wherein the processor 1s
provided locally on the computing device or provided on a
server remote from the computing device.

20. The system of claim 1, wherein the mediating of user
access comprises recommending or triggering a browser
1solation session to provide user access to the content 1n a
protected environment.

21. The system of claim 1, wherein the content has been
rewritten as protected content by a pre-delivery threat analy-
s1s and intervention system prior to delivery to the user.

22. The system of claim 21, wherein the content includes
a smart URL associated with stored information identifying
the original content, message, and recipients.

23. The system of claim 22, wherein the stored informa-
tion 1s used as part of the threat analysis.

24. The system of claim 1, wherein the content 1s analyzed
every time new content 1s loaded.

25. The system of claim 1, wherein outputting the secu-
rity- or content-related information comprises alerting the

user of the changes to the content.
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